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Course Overview: The course has certain outcomes by virtue of which the students will get an 

idea of the subject Neural Networks.  

Course Outcomes: 

 

CO No Course Outcome 

1 Significance and role of neural networks 

2 Ability to sense learning processes and do mathematical representations 

3 Ability to realize Single layer perceptron  

4 Ability to develop multilayer perceptron 

5 Ability to estimate radial basis function and self-organizing map 

 

 

Course Outcome Mapping with Program Outcome: 

Course 

Outcome 
Program Outcome 

CO No. Domain-Specific Domain-Independent 

 PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 PO9 PO10 PO11 PO12 

CO 1 2 0 0 0 0 0 0 0 0 0 0 0 

CO 2 2 2 0 0 0 0 0 0 0 0 0 0 

CO 3 2 2 0 3 0 0 0 0 0 0 0 0 

CO 4 2 3 0 3 0 0 0 0 0 0 0 0 

CO 5 0 3 0 2 0 0 0 0 0 0 0 0 

1: Slight (Low), 2: Moderate (Medium), 3: Substantial (high) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Lecture plan based on Unit 1(Introduction - Introduction) 

 

Lecture No. Topic Unit Mapping 

1 
Fundamental concepts, scope and applications of neural 

networks (NN) 
1 

 

Lecture plan based on Unit 2 (Introduction to Neural Networks ) 

 

Lecture No. Topic Unit Mapping 

2 Biological basis for NN 2 

3 Human brain and models of a neuron 2 

4 Directed graphs 2 

5 Network architecture and knowledge representation 2 

 

Lecture plan based on Unit 3 (Learning processes) 

 

Lecture No. Topic Unit Mapping 

6 Learning processes 3 

7 Error-correction learning 3 

8 Memory based learning 3 

9 Hebbian learning, competitive learning 3 

10 Boltzmann learning 3 

11 Memory adaptation 3 

 

Lecture plan based on Unit 4 (Single layer perceptrons) 

 

Lecture No. Topic Unit Mapping 

12 Fundamental concepts 4 

13 Least-mean square algorithm 4 

14 Learning curves  4 

15 Annealing techniques 4 

16 Perceptron convergence theorem 4 

 

Lecture plan based on Unit 5 (Multilayer perceptrons) 

Lecture No. Topic Unit Mapping 

17 Back-propagation 5 

18 XOR problem 5 

19 Output representation and decision rule 5 

20 Feature detection 5 

21 Back-propagation and Hessian matrix 5 
 

Lecture plan based on Unit 6 (Radial-basis function networks and self-organizing maps) 

Lecture No. Topic Unit Mapping 

22 Radial basis concepts 6 

23 Cover’s theorem 6 

24 Patterns and interpolation theorem 6 

25 Self-organizing maps 6 



26 Properties of feature map 6 
 

Textbook – “An Introduction to Neural Networks”, K. Gurney, 1997 by UCL Press 

MOOC courses -    

https://www.mooc-list.com/tags/neural-networks  

  https://www.coursera.org/learn/neural-networks-deep-learning 

 

Previous Year Question Paper 

 

https://www.mooc-list.com/tags/neural-networks
https://www.coursera.org/learn/neural-networks-deep-learning


 





 

 

 

 

 

 


