Techno India NJR Institute of Technology


[image: ]




Course File
Information Theory & Coding 
(5CS3-01)





Vivek Jain
(Associate Professor)
Department of ECE



[image: ]













Course Overview:
Students undergoing this course are expected to: • Understand the basics of information theory and coding theories. decoding algorithm. Understand and explain the basic concepts of information theory, source coding, channel and channel capacity, channel coding and relation among them. Understand basic concepts of Error detection and correction code.
Course Outcomes:
	CO.NO.
	Cognitive Level
	Course Outcome 

	1
	Knowledge
	Students will define and describe of entropy & Source coding.


	2
	Comprehension
	Students able to distinguish and classify various source coding schemes for data compaction and compare source coding schemes on the basis of code efficiency.

	3
	Application
	Students will apply concepts of block code on transmitting message compute number errors in receiving message.

	4
	Synthesis
	Students will be able to design and develop    encoder and decoder for cyclic code, linear block code, convolution code.


	5
	Evaluation
	Students will be able interpret and predict correct receiving message using block codes.




Prerequisites:
1. Fundamentals knowledge of probability.
2. Fundamentals knowledge of sequential and combinational circuit.
3. Fundamentals knowledge of digital communication.

Course Outcome Mapping with Program Outcome:
	Course Outcome 
	Program Outcomes (PO’s)

	CO. NO.
	Domain Specific 
	Domain Independent 

	
	PO1
	PO2
	PO3
	PO4
	PO5
	PO6
	PO7
	PO8
	PO9
	PO10
	PO11
	PO12

	CO1
	3
	3
	2
	3
	1
	1
	1
	0
	0
	0
	0
	3

	CO2
	3
	3
	1
	3
	1
	1
	1
	0
	0
	0
	0
	2

	CO3
	3
	3
	1
	2
	1
	1
	1
	0
	0
	0
	0
	2

	CO4
	3
	3
	1
	2
	1
	1
	1
	0
	0
	0
	0
	2

	CO5
	3
	3
	1
	3
	1
	1
	1
	0
	0
	0
	0
	3

	1: Slight (Low) , 2: Moderate (Medium), 3: Substantial (High) 



Course Coverage Module Wise:
	Lecture No.
	Unit
	Topic

	1
	1
	Introduction to information theory: Uncertainty, Information and Entropy

	2
	1
	Information measures for continuous randomvariables

	3
	1
	source coding theorem

	4
	1
	Discrete Memory less channels

	5
	1
	Mutual information, Conditional entropy

	6
	2
	Source coding schemes for data compaction:Prefix code

	7
	2
	Huffman code, Shanon-Fane code

	8
	2
	Hempel-Ziv coding channelcapacity

	9
	2
	Channel coding theorem

	10
	2
	Shannon limit

	11
	3
	Linear Block Code:Introduction to error connecting codes

	12
	3
	Coding& decoding of linear block code

	13
	3
	Coding& decoding of linear block code

	14
	3
	Minimum distance consideration

	15
	3
	Conversion of non-systematic form of matrices into systematic
Form

	16
	4
	Cyclic Code:Code Algebra

	17
	4
	Basic properties of Galois fields (GF)

	18
	4
	Polynomial operations over Galois fields

	19
	4
	Generating cyclic code bygenerating polynomial

	20
	4
	Parity check polynomial

	21
	4
	Encoder & decoder for cyclic codes


	22
	5
	Convolutional Code:Convolutional encoders of different rates

	23
	5
	Code Tree, Trllis and state diagram

	24
	5
	Code Tree, Trllis and state diagram

	25
	5
	Maximum likelihood decodingof convolutional code

	26
	5
	Maximum likelihood decodingof convolutional code

	27
	5
	The viterbi Algorithm fee distance of aconvolutional code

	28
	5
	The viterbi Algorithm fee distance of aconvolutional code





	TEXT/REFERENCE BOOKS
1. Digital Communication, Simon Haykin, Wiley.
2. Information Theory & Coding, J.S.Chitode, Technical Publications.
3. InformationTheory,Coding&Cryptography,RanjanBose,McgraHill, Education.





	NPTEL COUSES LINK
1. https://nptel.ac.in/courses/108/108/108108168/
2. https://nptel.ac.in/courses/108/102/108102117/
3. https://nptel.ac.in/courses/117/108/117108097/
4. https://nptel.ac.in/courses/117/101/117101053/





	Faculty Notes Link
1. https://drive.google.com/drive/folders/1YebO09xgninbiTxUrfLeHZdo2ep4wk9U?usp=sharing





	QUIZ Link 
1. https://myandroid.site/information-theory-and-coding-multiple-choice-questions/
2. https://www.careerride.com/mcq-tag- wise.aspx?Key=Information%2520Theory&Id=21
3. https://edurev.in/course/quiz/attempt/-1_Test-Information-Theory-Coding/54f0f9c8-0a8d-4f85-9992-229e920ebe27



Assessment Methodology:
1. Two Midterm exams where students have to showcase subjective learning.
2. Final Exam (subjective paper) at the end of the semester. 
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