Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Syllabus Deployment

Name of Faculty: Mr. Nitin Kothari Subject Code: 3ITT1A
Subject Name: Electronic Device & Circuits Semester:'I11
Department: Department of Information Technology

Total No. of Lectures Planned: 40

COURSE OUTCOMES
At the end of this course students will be able to:

1. The students will have the knowledge of components of Electronics.

2. The students will have the ability to analyze various Types of Diodes.

3. The students will have the ability to analyze various Types of Transistors

4. The student will be able to analyze and allocate performance objectives to
components of Transistors, FET’s.

5. The students will be able to evaluate the performance of small signal
amplifiers at low frequency.

Lecture | Unit Topic

No.

1 1 MOBILITY & CONDUCTIVITY, CHARGE DENSITIES IN SEMICONDUCTOR
2 1 Fermi Dirac distribution, carrier concentrations

3 1 Fermi levels in semiconductor

- 1 Generation and recombination of charges

5 1 Diffusion and continuity equation, Mass action Law

6 1 Hall effect

7 1 Junction diodes, Diode as a ckt. element

8 1 Diode load line concept

9 1 Cipping and clamping circuits

10 1 (Contd.) clipping and clamping circuits

11 1 Voltage multipliers.

12 2 TRANSISTOR CHARACTERISTICS, CURRENT COMPONENTS,

13 2 Current gains: alpha and beta.

14 2 Operating point. Hybrid model, h-parameter equivalent circuits

15 2 CE, CB and CC configuration

16 2 DC and AC analysis of CE, CC and CB amplifiers

17 2 Ebers-Moll model, Biasing & stabilization techniques

18 2 Thermal runaway, Thermal stability.

19 3 SMALL SIGNAL AMPLIFIERS AT LOW FREQUENCY: Analysis of BIT and FET
20 3 RC coupled amplifiers. Frequency response, midband gain, gains at low and high

frequency. v o

21 3 Mi?ler’s yl"heorem 5 QE\F“;?' h&“&w
22 Cascading Transistor amplifiers, Emitter follower. ,?«?—u o :-ii\r;\.‘\;\““’w




23 3 JFET, MOSFET, Equivalent circuits and biasing of JFET's & MOSFET’s.

24 3 Low frequency CS and CD JFET amplifiers.

25 3 FET as a voltage variable resistor. Source follower.

26 4 FEEDBACK AMPLIFIERS: Classification, Feedback concept, Transfer gain with
feedback,

27 4 General characteristics of negative feedback amplifiers.

28 4 Analysis of'voltage series, voltage-shunt feedback amplifier

29 4 Analysis of current series, current shunt feedback amplifier

31 -+ Stability criterion.

34 5 OSCILLATORS: Classification. Criterion for oscillation.

35 5 Tuned collector, Hartley oscillator

36 5 Colpitts, RC Phase shift oscillator

a7 5 Wien bridge and crystal oscillators,

38 5 Astable, monostable multivibrators.

39 5 Bistable multivibrators.

40 5 Schmitt trigger.

TEXT/REFERENCE BOOKS

1. Microelectronic Circuits — Theory and Applications, Adel S Sedra, Kenneth
C Smith and Arun N Chandorkar, Oxford University Press

2. Electronic Devices and Circuit Theory, Robert . Boylestad and Louis
Nashelsky, Pearson India Education Services Pv Ltd.

3. Electronic Devices and Circuits, J.B. Gupta, S.K. Kataria & Sons.
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Techno India NJR Institute of Technology

Academic Administration of Techno NJR Institute
Syllabus Deployment

Name of Faculty: Mr. Sunil Choudhary ~ Subject Code: 3IT2A
Subject Name: Data Structures and Algorithms Semester: [1I
Department: Department of Information Technology

Total No. of Lectures Planned: 41

COURSE OUTCOMES
At the end of this course students will be able to:

1. To impart the basic concepts of data structures and algorithms

2. To understand concepts about searching and sorting techniques

3. To Understand basic concepts about stacks, queues, lists, trees and graphs

4. To understanding about writing algorithms and step by step approach in
solving problems with the help of fundamental data structures

5. To impart the basic concepts of data structures and algorithms

Lecture | Unit Topic
No.
1 1 Stacks: Basic Stack Operations
2 1 Representation of a Stack using Static Array and Dynamic Array
3 1 Multiple stack implementation using single array
+ 1 Stack Applications: Reversing list
5 1 Factorial Calculation
6 1 Infix to postfix Transformation
g 1 | Evaluating Arithmetic Expressions and
8 1 Towers of Hanoi
9 2 Queues: Basic Queue Operations
10 2 Representation of a Queue using array
11 2 Implementation of Queue Operations using Stack
12 2 Applications of Queues- Round Robin Algorithm
13 2 Circular Queues, DeQueue Priority Queues
14 2 Linked Lists:Introduction
15 2 single linked list, representation of a linked list in memory
16 2 Different Operations on a Single linked list, Reversing a single linked list,
17 2 Circular linked list, double linked list and Header linked list
18 3 Searching Techniques: Sequential and binary search
19 3 Sorting Techniques: Basic concepts
20 3 Sorting by: bubble sort
21 3 | Insertion sort, selection sort X
22 3 | Quick sort - ogily
23 3 | Heap sort e e O e
24 3 Merge sort R A
3

e
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Radix sort and counting sorting algorithms _ :P\‘R\Q\\M? v
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26 4 Trees: Definition of tree, Properties of tree
27 5 Binary Tree, Representation of Binary trees using arrays Formulation of
Assignment

28 + Representation of Binary trees using linked lists

29 - Operations on a Binary Tree

30 - Binary Tree Traversals (recursive)

31 ! Binary search tree, B-tree

32 4 B+ tree, AVL

33 4 Threaded binary tree

34 4 AVL tree

35 5 Graphs: Basic concepts, Different representations of Graphs

36 5 Graph Traversals (BFS & DFS)

37 5 Minimum Spanning Tree(Prims &Kruskal)

38 5 Dijkstra’s shortest path algorithms

39 5 Hashing: Hash function, Address calculation techniques

40 5 Common hashing functions, Double hashing

41 5 Collision resolution: Linear and Quadratic probing
TEXT/REFERENCE BOOKS

1. Data structures, Schaum Series, S. Lipshutz

2. Data Structures in C, Reema Thareja, Oxford University Press

3. An introduction to data structures with applications By Jean-Paul Tremblay,
P. G. Sorenson, TMH

4. Data Structures in C, Tanenbaum, Pearson
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Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Syllabus Deployment '

Name of Faculty: Mr. Vivek Jain Subject Code: 3IT3A
Subject: Digital Electronics SEM: III
Department: Department of Information Technology

Total No. of Lectures Planned: 40

COURSE OUTCOMES
At the end of this course students will be able to:

1. To understand and examine the structure of various number systems and
its application in digital design.

2. To prepare students to perform the analysis and design of various digital
electronic circuits.

3. Ability to identify basic requirements for a design application and propose
a cost-effective solution.

4. The ability to understand, analyze and design various combinational
circuits.

5. The ability to understand, analyze and design various sequential circuits
and identify timing issues in a digital design.

Lecture No. | Unit Topic
1 1 Fundamental concepts: Number systems and codes,
2 11 Basic logic Gates and Boolean algebra
3 1 Sign & magnitude representation, Fixed point representation
4 1 Sign & magnitude representation, Fixed point representation
5 1 Complement notation, various codes & arithmetic in different codes &their inter
conversion
6 1 Complement notation, various codes & arithmetic in different codes &their inter
conversion
7 1 Features of logic algebra, postulates of Boolean algebra
8 1 Theorems of Boolean algebra
g 2 | Minimization Techniques and Logic Gates: Principle of Duality
10 2 Boolean expression -Minimization of Boolean expressions
11 2 Minterm — Maxterm - Sum of Products (SOP) — Product of Sums (POS)
12 2 Karnaugh map Minimization in SOP form
13 2 Karnaugh map Minimization in POS form
14 2 Karnaugh map Minimization with Don’t care conditions
15 2 Quine - McCluskey method of minimization without Don’t care conditions
16 2 Quine - McCluskey method of minimization with Don’t care conditions
17 3 Digital Logic Gate Characteristics: TTL logic gate characteristics.
18 3 Theory & operation of TTL NAND gate circuitry 2 ks q
19 3 Open collector TTL o et AT e 1Rl
20 3 Three state output logic O n s e




21 3 TTL subfamilies

22 3 MOS& CMOS logic families

23 3 Realization of logic gates in RTL,ECL,DTL

24 3 Realization of logic gates in C-MOS & MOSFET

25 4 Combinational Circuits: Combinational logic circuit design

26 -+ Designing of adder, subtractor

27 - Designing of BCD adder ;

28 4 Designing of encoder

29 4 Designing of decoder

30 B Designing of BCD to 7-segment decoder

31 - Designing of multiplexer

32 4 Designing of demultiplexer

33 5 Sequential Circuits: Latches, Flip-flops

34 3 SR, JK, D, T Flip Flop Characteristic table and equation

35 5 Master-Slave Characteristic table and equation

36 5 counters and their design, Asynchronous counters

37 5 Synchronous Up/Down counters

38 5 Programmable counters

39 5 State table and state transition diagram

40 5 sequential circuits design methodology. Registers —shift registers
TEXT/REFERENCE BOOKS

1. Modern Digital Electronics, R.P Jain, Tata McGraw-Hill Education

2. Digital Circuit & Logic Design, Morris Mano, Prentice Hall of India

3. Digital Principles & Applications, A.P.Malvino & D.P Leach, Tata McGraw-
Hill Education
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Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Syllabus Deployment

Name of Faculty: Ms. Ayushi Chaplot Subject Code: 3IT4A
Subject Name: Object Oriented Programming Semester: 111
Department: Department of Information Technology

Total No. of Lectures Planned: 40

COURSE OUTCOMES
At the end of this course students will be able to:
1. To understand the different programming paradigm
. To know the principles of OOPs
Understand and apply the principles of inheritance
. Understand the principles of polymorphism
. Finally the objective of this course is to develop programming skills of
undergraduate students to solve basic real world problems using objective
oriented programming techniques.

Lecture No. | Unit Topic
| 1 Introduction to different programming paradigm,
2 1 characteristics of OOP
3 1 Class, Object
4. 1 data member, member function
3. 1 structures in C++, different access specifiers
6. 1 defining member function inside and outside class,
7. 1 array of objects.
8. 2 Concept of reference,
9. 2 dynamic memory allocation using
10. 2 new and delete operators
11. 2 inline functions
12 2 function overloading
13, 2 function with default arguments
14. 2 constructors
15. 2 destructors
16. 2 friend function
7. 2 Friend and classes
18. 2 this pointer.
19. 3 Inheritance
20. 3 types of inheritance =
21, 3 | multiple inheritance, gAY \
22, 3 | virtual base class o N _— ok ‘QJ\W .
28. 3 function overriding it \%“\g“:‘-“{«.\ P
24, 3 | abstract class ‘:\g\‘\\\g\\\\‘ i



23. 3 pure virtual function

26. 4 Constant data member and member function
27 4 static data member

28. 4 static member function

29, 4 polymorphism,

30. 4 operator overloading

31. 4 dynamic binding :
32. -+ virtual function

33. 5 Exception handling

34. 5 Try throw catch statmenets

35. 5 Template

36. 5 Function and class templates

37. 5 Stream class

38. 3 File handling

39. 5 File attributes and types

40. 5 Programming exercise

TEXT/REFERENCE BOOKS

Object Oriented Programming with C++, Balagurusamy

C++ : The Complete Reference, Herbert Schildt

How to Program C++, Dietel, Pearson

Mastering C++ ByK.R.Venugopal, TMH

Object Oriented Programming in C++ By Robert Lafore, Pearson
Object Oriented Design & Modelling, Rambaugh, Pearson
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Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Svyllabus Deployment

Name of Faculty: Ms. Sunil Choudhary ' Subject Code: 3IT5A
Subject Name: Linux & Shell Programming Semester: I11
Department: Department of Information Technology

Total No. of Lectures Planned: 28

COURSE OUTCOMES
At the end of this course students will be able to:
1. To learn to set permission of user, administrator, group.
2. To learn working with VI Editor and gcc compiler.
3. To know basic about X-window.
4. To learn about basic of SHELL and BASH Shell.
5. To understand about Shell programming.

Lecture No. | Unit Topic

1 1 INTRODUCTION: Logging in, changing password (passwd command only)

2 1 man, xman, info commands to access on line help

3 1 Simple commands like Is, cp, mv, grep, head, tail, sort, uniq, diff, echo, date,
which

1 whereis, whatis, who, finger w (option and variations included).

5 1 Directory commands, access permissions, changing access permissions for files

and directories
-6, 1 hard & symbolic links. Environment and path setting.

T 2 VI EDITOR: Creating and editing files, features of vi,

8 2 insertion deletion, searching, substitution operations,

9 2 yank, put, delete commands, reading & writing files,

10 2 exrc file for setting parameters, advance editing techniques. vim(improved vi).

11 2 Programming utilities: Compiling & linking C, C++ programs, make utility

12 2 debugging C programs using gdb, system call.

13 3 INTRODUCTION TO X-WINDOW SYSTEM: x-window as client/ server
system,

14 3 concept of window manager

15 3 remote computing & local displays

16 3 xinitre file, customize X work environment and applications

17 3 customizing the fvwm window manager

18 4 SHELL: Meaning and purpose of shell, Introduction to types of shell

19 - The command line, standard input and standard output, redirection

20 - pipes, filters special characters for searching files and pathnames

21 4 Bourne Again SHell: shell script-writing and executing, command separation &
grouping

22 4 redirection, directory stack manipulation, A

23 . processes, parameters & variables, keyword variables. \j:\:? \‘,,;.,\\*‘3\"“ ‘

24 5 | SHELL PROGRAMMING: Control structures, = _ =1 = .adi-

NN




25 5 the Here document, expanding NULL or USET variables
26 5 Builtins, functions, history, aliases

27 5 job control, filename substitution.

28 5 . source code management- RCS and CVS. awk utility

TEXT/REFERENCE BOOKS

1. Ken O. Burtch, Linux Shell Scripting with Bash, Sams.

2. D.S. W. Tansley , Linux and UNIX Shell Programming, Addison-Wesly.

3. Sriranga Veeraraghavan, Sams Teach Yourself Shell Programming in 24
Hours, Sams.
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Techno India NJR Institute of Technology

Academic Administration of Techno NJR Institute
Syllabus Deployment

Name of Faculty: Dr. Kirti Khurdia Subject Code: 3IT6A
Subject Name: Adv. Engineering Mathematics Semester: I11 ’
Department: Department of Information Technology
Total No. of Lectures Planned: 39 + Tutorial Classes

COURSE OUTCOMES
At the end of this course students will be able to:

1. Student understood the optimization method and application in
Engineering field.

2. Student able to formulate real life problem into linear programming
problem and transportation problem. Get the best solution which helps
them in many areas.

3. Student learns about the number theory, algebraic structures (group, field,
ring). Its help them in coding theory, cryptography etc.

4, Student able to solve Laplace transform. It is use to solve ordinary
differential equation and partial differential equation.

5. By using numerical analysis student find the unknown value, function,
missing term from a given set of data and solve integration, differentiation,

ODE by numerical method.
Lecture No. | Unit Topic
1 1 Introduction to Engineering application of optimization
2-3 1 Statement and classification of optimization problem
1T 1 Tutorial on representing Constraints mathematically
4-5 1 Single variable & multivariable optimization with and without constraints.
6 2 Introduction to Linear Programming
7-8 2 Formulation of Linear Programming problem (Graphical Approach)
2T 2 Tutorial on Graphical Approach
9-10 2 General Linear Programming problem (Simplex Method)

3T 2 Tutorial on Simplex Approach

11 2 Duality in Linear Programming.

12 2 | Duality in Linear Programming & Transportation Problems.

13 2 | Transportation Problems.
4T 2 Tutorial on Duality & Transportation Problem

14 3 Elements of Number Theory: Divisibility and Euclid Algorithm

15 3 Primes & Sieve of Eratosthenes, testing for primes, Prime No. Theorem
5 1 3 Tutorial on Elements of Number Theory

16 3 Euler’s, Fermat’s Little theorems & Congruences

17 3 Chinese Remainder Theorem

18-19 3 Algebraic Structures in Computing (Definitions, properties and Elementary
Operations Only): Groups, subgroup, order of group, cyclic group, rmg, ﬁeid
division algorithm, polynomial over a field. Galois erld e AL
" \m W

6T 3 Tutorial on Algebraic Structures T l‘\\ . O “
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20 4 Introduction to LAPLACE TRANSFORM
21 4 Laplace transform with simple properties & Inverse Laplace transform
7T + Tutorial on Laplace Transforms
22 4 Convolution theorem (without proot)
23 4 | Solution of ordinary differential equation with constant coefficient
8T 4 Solution to Ordinary Differential Equations (ODE)
24 4 Solving partial DE (PDE) having constant coefficient (wrt diffusion)
25 4 Solving PDE with constant coefficient (reference to Heat conduction) and *
wave equation. Boundary value problems
26 s Solving PDE with constant coefficient (reference to wave equation)
9T 4 Discussion on Solution to Partial Differential Equations (PDE)
27 4 Boundary Value Problem
28 5 | Introduction to NUMERICAL ANALYSIS
29 5 Difference operators (forward, backward, central, shift, average operator)
10T 5 Tutorial Class on Difference Operators & relation between them
30 5 Newton & Gauss forward & backward interpolation formula: Equal intervals
31 5 Stirling’s formula for central difference
11T 5 Tutorial Class on Interpolation Formula & Stirling’s Formula
32 5 Lagrange’s Interpolation formula and Inverse Interpolation.
33 5 Ordinary differential equation of first order by Picard’s method
12T 5 Tutorial Class on Interpolation Formula & Picard’s Method
34 5 Euler’s and modified Euler’s method
13T 5 Tutorial Class on Euler’s & Modified Euler’s Formula
35-36 5 Milne’s method and Runga-Kutta fourth order method
37-38 5 Solution of difference equation.
14T 5 Tutorial Class on Milne’s method and Runga-Kutta fourth order method
TEXT/REFERENCE BOOKS

1. Linear programming —R K Gupta

2. Aem —Dr Gokhroo

3. Statistics and ProbabilityTheory —Dhanpat Rai and Co.

4. Fundamental of mathematical statistics —Sultan Chand and sons
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Techno India NJR Institute of Technology

Academic Administration of Techno NJR Institute
Syllabus Deployment

Name of Faculty: Mr. Nitin Kothari Subject Code: 3IT7A
Subject Name: Electronics Device Lab SEM: 11

Department: Department of Information Technology
Total No. of Labs Planned: 14

COURSE OUTCOMES

At the end of this course students will be able to:

1. Study different meters and instruments for measurement of electronic
quantities

2. Study the characteristics of different semiconductor devices like diode, BJT
& FET experimentally

3. Design and experiment with various signal and power amplifier circuits using
BJTs and FETs

Lab Name of Experiment
No.

1 | Plot V-I characteristic of P-N junction diode & calculate cut-in voltage, reverse Saturation current and
static & dynamic resistances

2 | Plot V-I characteristic of zener diode and study of zener diode as voltage regulator. Observe the effect
of load changes and determine load limits of the voltage regulator.
3 | Plot frequency response curve for single stage amplifier and to determine gain bandwidth product

4 | Plot drain current - drain voltage and drain current — gate bias characteristics of field effect transistor
and measure of Idss & Vp

5 | Application of Diode as clipper & clamper

6 | Plot gain- frequency characteristic of two stages RC coupled amplifier & calculate its bandwidth and
compare it with theoretical value

7 | Plot gain- frequency characteristic of emitter follower & find out its input and output resistances.

(e o]

Plot input and output characteristics of BJT in CB, CC and CE configurations. Find their h-parameters

9 | Plot gain-frequency characteristics of BJT amplifier with and without negative feedback in the emitter
circuit and determine bandwidths, gain bandwidth products and gains at 1kHz with and without
negative feedback.

10 | Plot and study the characteristics of small signal amplifier using FET.

11 | Study Wein bridge oscillator and observe the effect of variation in R & C on oscillator frequency

12 | Study transistor phase shift oscillator and observe the effect of variation in R & C on oscillator

frequency and compare with theoretical value T 2 Y
13 | To plot the characteristics of UJT and UJT as relaxation. o AV % N \ﬁ‘
14 | To plot the characteristics of MOSFET and CMOS. = ST\
b =
TEXT/REFERENCE BOOKS g\\\“\*‘

1. Microelectronic Circuits — Theory and Apphcat\%:’ns Adel S Sedra, Kenneth
C Smith and Arun N Chandorkar, Oxford University Press

2. Electronic Devices and Circuit Theory, Robert [ Boylestad and Louis
Nashelsky, Pearson India Education Services Pv Ltd.

3. Electronic Devices and Circuits, J.B. Gupta, S.K. Kataria & Sons.




Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Syllabus Deployment

Name of Faculty: Mr. Rajat Mehta Subject Code: 3IT8A
Subject Name: Data Structures Lab SEM: 111

Department: Department of Information Technology
Total No. of Labs Planned: 13

COURSE OUTCOMES

At the end of this course students will be able to:

1. Develop an ability to design basic data structures such as arrays, lists, trees,
stacks, queues, binary search trees, and hash tables; incorporate data
structures into the software applications.

2. Develop an ability to design various searching and sorting algorithms to
understand and apply fundamental algorithmic problems including Tree
traversals, Graph traversals, and shortest paths.

3. Apply the knowledge of data structure design to reduce the complexity,
improving efficiency, in complex software applications.

Lab No. Practical

Write a simple C program on a 32-bit compiler to understand the concept of array storage, size of a

. word. The program shall be written illustrating the concept of row major and column major storage.
Find the address of element and verify it with the theoretical value. Program may be written for
arrays up to 4-dimensions

. Simulate a stack, queue, circular queue and dequeue using a one dimensional array as storage

- element. The program should implement the basic addition, deletion and traversal operations

3 Represent a 2-variable polynomial using array. Use this representation to implement addition of
polynomials.

4 Represent z? sparse matrix using array. Implement addition and transpositionoperations using the
representation,

5 Implement singly connected linked lists illustrating operations like addition at different locations,
deletion from specified locations and traversal.

6 Implement doubly and circularly connected linked lists illustrating operations like addition at
different locations, deletion from specified locations and traversal.

7 Simulate a stack, queue, circular queue and dequeue using a linked list. The program should
implement the basic addition, deletion and traversal operations

g Represent a 2-variable polynomial using linked list. Use this representation to
implement addition of polynomials.

9 Represent a sparse matrix using linked list. Implement addition and transposition operations using
the representation

10 Implementation of binary tree with operations like addition, deletion, traversal.

1 Depth first and breadth first traversal of graphs represented using adjacency . S
matrix and list o _ - OV 5 .»_Hg\;{{ ISy




12 Implementation of binary search in arrays and on linked Binary Search Tree

Implementation of different sorting algorithm like insertion, quick, heap, bubble and many more

13 . .
sorting algorithms.

TEXT/REFERENCE BOOKS
1. Data Structures in C, Reema Thareja, Oxford University Press
2. Data Structures using C, G. S. Baluja, Dhanpat Rai Publications.
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Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Syllabus Deployment

Name of Faculty: Mr. Yogendra Solanki : Subject Code: 3ITOA
Subject Name: Digital Electronics Lab SEM: 11
Department: Department of Information Technology

Total No. of Labs Planned: 10

COURSE OUTCOMES

At the end of this course students will be able to:

1. Verify the functionality of TTL ICs & understand the respective datasheet.
2. Design combinational logic circuits using TTL ICs.

3. Design sequential logic circuits using TTL ICs.

Lab No. Practical

1 To verify the truth tables of basic logic gates: AND, OR, NOR, NAND, NOR. Also to verify truth
table of Ex-OR, Ex-NOR (For 2, 3, & 4 inputs using gateswith 2, 3,& 4 inputs).

To verify the truth table of OR, AND, NOR, Ex-OR, Ex-NOR realized using NAND& NOR gates.

To realize an SOP and POS expression.

£l WO

To realize Half adder/ Subtractor& Full Adder/ Subtractor using NAND & NOR gates and to verify
their truth tables.

5 To realize a 4-bit ripple adder/ Subtractor using basic Half adder/ Subtractor& basic Full Adder/
Subtractor.

6 To verify the truth table of 4-to-1 multiplexer and 1-to-4 demultiplexer. Realize the multiplexer
using basic gates only. Also to construct and 8-to-1 multiplexer and 1-to-8 demultiplexer using
blocks of 4-to-1 multiplexer and 1-to-4 demultiplexer.

7 Design & Realize a combinational circuit that will accept a 2421 BCD code and drive a TIL -312
seven-segment display.

8 Using basic logic gates, realize the R-S, J-K and D-flip flops with and without clock signal and
verify their truth table.

9 Construct a divide by 2,4& 8 asynchronous counter. Construct a 4-bit binary counter and ring
counter for a particular output pattern using D flip flop.

10 Perform input/output operations on parallel in/Parallel out and Serial in/Serial out registers using

clock. Also exercise loading only one of multiple values into the register using multiplexer. Note: As
far as possible, the experiments shall be performed on bread board. However, experiment Nos. 1-4 are
to be performed on bread board only.

TEXT/REFERENCE BOOKS

1. Modern Digital Electronics, R.P Jain, Tata McGraw-Hill Education

2. Digital Circuit & Logic Design, Morris Mano, Prentice Hall of India

3. Digital Principles & Applications, A.P.Malvino & D.P Leach, Tata McGraw-
Hill Education
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Techno India NJR Institute of Technology

Academic Administration of Techno NJR Institute
Syllabus Deployment

Name of Faculty: Mr. Gaurav Kumawat

Subject Name: C++ Programming Lab SEM: 111
Department: Department of Information Technology
Total No. of Labs Planned: 12

Subject Code: 3IT10A

COURSE OUTCOMES
At the end of this course students will be able to:
1. Develop an ability to design software applications in object oriented paradigm
this improves the concept of modular programming,.
2. Develop an ability to apply concepts and underlying principles of Object
Oriented Programming designing applications.
3. Apply the knowledge of object oriented design to make industrial standard

complex projects.
Lab No. Practical
| Understand the basics of C++ library, variables, data input-output.
2 C++ program using with the concept of structures
3 Implement class and object concepts and function overloading.
4 Write programs to understand dynamic memory allocation and array of objects.
5 Program to understand different types of constructors and destructor
6 Implement friend function to access private data of a class and usage of this
pointer.
; Write programs to understand the usage of constant data member and member
function, static data member and member function in a class.
8 Implement different types of inheritance, function overriding and virtual function
9 Implement Operator overloading concepts.
10 Write programs to understand function template and class template
11 Write programs to understand exception handling techniques
12 Write programs to understand file handling techniques
TEXT/REFERENCE BOOKS

1. Object Oriented Programming with C++, Balagurusamy

2. C++ : The Complete Reference, Herbert Schildt

3. How to Program C++, Dietel, Pearson

4. Mastering C++ By K.R.Venugopal, TMH

5. Object Oriented Programming in C++ By Robert Lafore, Pearson
6

. Object Oriented Design & Modelling, Rambaugh, Pearson



Techno India NJR Institute of Technology

Academic Administration of Techno NJR Institute
Svyllabus Deployment

Name of Faculty: Mr. Sunil Choudhary Subject Code: 3IT1TA
Subject Name: UNIX Shell Programming Lab SEM: II1 '
Department: Department of [nformation Technology

Total No. of Labs Planned: 10

COURSE OUTCOMES
At the end of this course students will be able to:
1. Develop an ability to design the Unix Operating System and the working of
the built in commands available in Unix.
2. Develop an ability to write Shell script and the different usage of the
commands in shell.
3. Apply the knowledge of writing shell script and Unix commands to create
shell programs and applications for Linux operating system.

Lab No. Practical

Use of Basic Unix Shell Commands: Is, mkdir, rmdir, cd, cat, banner, touch, file,
wc, sort, cut, grep, dd, dfspace, du, ulimit.

o

Commands related to inode, I/O redirection and piping, process control commands, mails.

Shell Programming: Shell script exercises based on following
(i) Interactive shell scripts (ii) Positional parameters (iii) Arithmetic
3 (iv) if-then-fi, if-then-else-fi, nested if-else (v) Logical operators
(vi) else + if equals elif, case structure (vii) while, until, for loops, use of break
(viii) Metacharacters (ix) System administration: disk management and daily administration

Write a shell script to create a file in SUSER /class/batch directory. Follow the instructions
(i) Input a page profile to yourself, copy it into other existing file;
4 (ii) Start printing file at certain line
(iii) Print all the difference between two file, copy the two files at SUSER/CSC/2007 directory.
(iv) Print lines matching certain word pattern.

Write shell script for-
(i) Showing the count of users logged in,
5 (ii) Printing Column list of files in your home directory
(iii) Listing your job with below normal priority
(iv) Continue running your job after logging out.

Write a shell script to change data format .Show the time taken in execution of this script

Write a shell script to print files names in a directory showing date of creation & serial number of the
file.

Write a shell script to count lines, words and characters in its input(do not use wc).

i 93 S

Write a shell script to print end of a Glossary file in reverse order using Array. (Use awk tail)

Write a shell script to check whether Ram logged in, Continue checking further after every 30 seconds
till success.

[«
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TEXT/REFERENCE BOOKS S OO0

ﬂPti"

1. D.S. W. Tansley , Linux and UNIX Shell@mgﬁwnmmg, ‘Addison-Wesly.
2. Sriranga Veeraraghavan, SamsTeach Yourself ShellProgramming in 24Hours




Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Syllabus Deployment

Name of Faculty: Mr. Yogendra Singh Solanki "Subject Code: 4ITTA
Subject Name: Microprocessor & Interfaces Semester: [V

Department: Department of Information Technology
Total No. of Lectures Planned: 42

COURSE OUTCOMES
At the end of this course students will be able to:
1.

Students are able to list and specify the various features of microprocessor,
memory and I/O devices including concepts of system bus and able to
[dentify the various elements of 8085 microprocessor architecture, its bus
organization including control signals.

2. Students are able to Describe the 8085 processor addressing modes,
instruction classification and function of each instruction and write the
assembly language programs using 8085 instructions.

3. Students are able to generate time delay in program and able to apply the
concept of stack, Subroutine and Interrupt in assembly Language
programming.

4. Students are able to explain the concepts of memory and I/O interfacing
with 8085 processor with Programmable devices.

5. Students are able to understand the application of microprocessor in digital
system.

Lecture No. | Unit Topic

1 1 INTRODUCTION: Objective, scope and outcome of the course

2 2 INTRODUCTION TO MICROPROCESSORS, MICROCONTROLLER.

3 2 8085 Microprocessor Architecture

4 2 8085 Microprocessor Architecture

5 2 pin description

6 2 Bus concept and organization;

7 2 Concept of multiplexing and de-multiplexing of buses

8 2 Concept of static and dynamic RAM, type of ROM, memory map.

9 3 SOFTWARE ARCHITECTURE REGISTERS AND SIGNALS

10 3 Classification of instruction —\;-f_;l" i

11 3 Instruction set o A et J{'\‘fi--"-'"\-'“‘v

12 3 Instruction set A

13 3 Instruction set Lol

14 3 | addressing modes 1@;&\“\\@“

15 3 Assembly Language Programming and Debugging, Programming Technique

16 3 Instruction Format and timing.




17 3 Instruction Format and timing.

18 4 ADVANCE ASSEMBLY LANGUAGE PROGRAMMING
19 4 Counter and time delay

20 4 types of Interrupt and their uses,

21 4 RST instructions and their uses

22 4 8259 programmable interrupt controller

23 4 8259 programmable interrupt controller

24 4 Macros, subroutine; Stack implementation and uses with examples
25 4 Memory interfacing

26 5 8085 MICROPROCESSOR INTERFACING
27 5 8255 Programmable Peripheral Interface

28 5 8255 Programmable Peripheral Interface

29 5 8254 programmable interval timer

30 5 8254 programmable interval timer

31 5 8254 programmable interval timer

32 5 Interfacing of Input/output device

33 5 8279 Key board/Display interface

34 5 8279 Key board/Display interface

35 6 MICROPROCESSOR APPLICATION

36 6 Interfacing scanned multiplexed display

37 6 Interfacing liquid crystal display

38 6 Interfacing and Matrix Keyboard,

39 6 USART 8251

40 6 USART 8251

41 6 RS232C and RS422A

42 6 Parallel interface Centronics and IEEE 488.

TEXT/REFERENCE BOOKS

1. Microprocessor Architecture, Programming & Applications, R. Gaonkar,
Wiely Eastern Ltd.

2. Microprocessor & Interfacing, D. V. Hall, McGraw Hill.

3. Introduction to Microprocessors, P. Mathur, McGraw Hill Education.
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Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Syllabus Deployment

Name of Faculty: Dr Payal Jain Subject Code: 41T2A
Subject Name: Discrete Mathematical Structures Semester: IV
Department: Department of Information Technology

Total No. of Lectures Planned: 45

COURSE OUTCOMES

At the end of this course students will be able to:

1. Fundamental concepts of mathematics: definitions, proofs, sets, functions.

2. To understand partial orders, relations, Boolean algebra

3. Demonstrate the ability to write and evaluate a proof or outline the basic
structure of and give examples of each proof technique described.

4. Demonstrate different traversal methods for trees and graphs

5. Write an argument using logical notation and determine if the argument is or
is not valid.

Lecture No. | Unit Topic
1 1 INTRODUCTION: Computer Architecture
2 1 Objective, scope and outcome of the course.
3 2 SET THEORY
-4 2 Set Theory continued
5 2 Introduction to relations
6 2 Equivalence relation
7 2 Functions
8 2 Functions continued
9 2 Methods of proof
10 2 Mathematical induction
11 3 INTRODUCTION TO PROPOSITION
12 3 Algebra of proposition
13 3 Tautology and contradiction
14 3 Logical equivalence
15 3 Normal forms
16 3 Universal and existential quantifiers
17 3 Finite state machine
18 3 Finite state machine continued
19 4 POSETS ol
20 4 Hasse diagram \_\ :
21 4 | Lattices _‘%’ck\\\gwﬁw \

V=




22 4 Permutation

23 4 Combinations

24 4 RECURRENCE RELATION

25 4 Total solutions of recurrence relation
26 -+ Generating functions

27 4 Solution by method of generating function
28 5 Introduction to algebraic structures
29 5 Properties of group

30 5 Subgroup and its properties

31 5 CYCLIC GROUP

32 5 Cosets and factor group

33 5 Permutation group

34 5 Normal subgroup

35 5 homomorphism and isomorphism
36 5 Rings and fields

37 6 INTRODUCTION TO GRAPHS
38 6 Graphs continued

39 6 P lanar graphs

40 6 Path,.cycles and connected graph
41 6 Shortest path in graph

42 6 Isomorphic graphs

43 6 Eulers graph

44 6 Hamiltonian graph

45 6 Chromatic number

TEXT/REFERENCE BOOKS
1. Discrete Mathematics “Schaum’s Outline “ Macgraw Hills
2. Discrete Mathematics by Gokhroo
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Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Syllabus Deployment

Name of Faculty: Dr. Kirti Khurdia Subject Code: 4IT3A
Subject Name: Statistics and Probability Theory Semester: [V
Department: Department of Information Technology

Total No. of Lectures Planned: 40

COURSE OUTCOMES

At the end of this course students will be able to:

1. Students are understanding to apply concepts of probability and distributions
to different problems

2. Students are able to apply different probability distribution to identify and
solve real life problem.

3. Students are able to analyzing the pair of variables are related or not, and
predict the future value by using the regression equations.

4. Student use the queuing models to developing better management system and
providing good services or results in their future life journey

5. Students will be able to solve problems and model situations using techniques
of Markov process, queuing theory.

Lecture No. | Unit Topic
1 INTRODUCTION: Course Walkthrough on topics & scope.
2 1 Introduction & Discrete random variables, and Sample space
3 1 Events, algebra of events & Bernoulli’s trials
4 1 Probability & Bayes’ theorem
T1 1 Tutorial Class on Probability & Bayes’ Theorem
5 1 Random variable & their event space, probability generating function,
6 1 Expectations, moments & computations of mean time to failure
7-8 1 Bernoulli & Poisson processes.
T2 1 Tutorial Class on 2 subtopics above
9 2 DISCRETE/CONTINUOUS DISTRIBUTIONS & PROBAB. DIST./DENSITIES
10-11 2 Binomial, Poisson & normal distribution
T3 2 Tutorial Class on 2 subtopics above
12 2 Rectangular and exponential distribution & their PDF’s
13-14 3 Moments and MGF’s for above distributions.
T4 2 Tutorial Class on 2 subtopics above
15 3 INTRODUCTION TO CORRELATION & REGRESSION.
16 3 Correlation & regression
T5 3 Tutorial Class on subtopic above
17 3 Linear regression
18 3 Rank correlation & Method of least squares e
T6 3 | Tutorial Class on 2 subtopics above AT N Ll
19 3 Fitting of straight lines & second degree parabola P g
20-21 3 | Linear regression and correlation analysis —aahett
T.7 3 | Tutorial Class on 2 subtopics above @?\T‘a‘

¢




22 4 INTRODUCTION TO QUEUING THEORY
23 4 Pure birth, pure death and birth-death processes.
24 4 Introduction to Mathematical models for M/M/1, M/M/N, M/M/S & M/M/S/N queues.
T8 4 Tutorial Class on 2 subtopics above
25-26 4 Mathematical models for M/M/1, M/M/N, M/M/S & M/M/S/N queues
T9 4 Tutorial Class on 2 subtopics above
27-28 5 INTRODUCTION TO DISCRETE PARAMETER MARKOV CHAINS
29-30 5 M/G/1 Queuing model, Discrete parameter birth-death process.
110 5 Tutorial Class on 2 subtopics above
31-32 1-5 | Revision Classes

TEXT/REFERENCE BOOKS
1. Statistics & Probability Theory by Schaum’s, TMH

2. Statistics & Probability Theory by Jain and Rawat, CBC

3. Fundamentals of Mathematical Statistics by SC Gupta and VK Kapoor,
Sultanchand & Sons
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Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Svllabus Deployment

Name of Faculty: Ms. Kiran Acharya Subject Code: 4IT4A
Subject Name: Software Engineering Semester: [V
Department: Department of Information Technology

Total No. of Lectures Planned: 40

COURSE OUTCOMES

At the end of this course students will be able to:

1. Students will be able understand the basics of System development life cycle
along with modeling the architecture to design a complete system.

2. Apply new software models, techniques and technologies to bring out
innovative and novelistic solutions for the growth of the society in all aspects
and evolving into their continuous professional development.

3. Students will be able to specify requirements, controlling and behavioral
modeling for designing software applications.

4. Deliver quality software products by possessing the leadership skills as an
individual or contributing to the team development and demonstrating
effective and modern working strategies by applying both communication
and negotiation management skill.

5. Students will be able to distinguish between conventional and object oriented
data modeling and develop static and dynamic data models using software

tool (StarUML).
Lecture No. Unit Topic
1 1 INTRODUCTION TO SOFTWARE ENGINEERING
2-3 1 Software life-cycle models
4-5 1 Software requirements specification
6-7 1 Verification and validation.
8 2 INTRODUCTION TO SOFTWARE PROJECT MANAGEMENT
9 2 Software Project Management: Objectives & Resources.
10-11 2 Resources & size estimation (LOC and FP estimation).
12 2 Effort estimation P g
O /'T,!‘ﬂvﬁ‘f\&\)‘q
13-14 2 | COCOMO estimation model .l L
15 2 Risk analysis ) M(\\\\\S&&S\\w




16 2 Software project scheduling.
17 3 INTRODUCTION TO REQUIREMENT ANALYSIS
18-19 3 Requirement analysis tasks & Analysis principles
20-21 3 Software prototyping and specification data dictionary
22 3 ‘ Finite State Machine (FSM) models.
23 3 Structured Analysis: Data and control flow diagrams
24 3 Control and process specification behavioral modeling
25 4 INTRODUCTION TO SOFTWARE DESIGN & ITS IMPORTANCE
26-27 4 Design fundamentals
28-29 -4 Effective modular design: Data architectural and procedural design
30-31 4 Design documentation
32 5 INTRODUCTION TO OBJECT ORIENTED ANALYSIS
33 5 Object oriented Analysis Modeling
34-35 5 Object oriented Analysis Modeling & Data modeling
36-37 5 Object Oriented Design: OOD concepts
38 3 Class and object relationships & object modularization
39 5 Object modularization & Introduction to Unified Modeling Language
40 1-5 Summing-Up

TEXT/REFERENCE BOOKS

1. Software Engineering By Roger S. Pressman, TMH

2. Software Engineering Fundamental By Ali Behforooz, Frederick J Hudson,
Oxford University Press

3. Software Engineering By lan Sommerville

4. Software Engineering Concepts By Richard E. Fairley (Mcgraw-Hill )

RN




Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Svllabus Deployment

Name of Faculty: Mr. Nitin Kothari ' Subject Code: 4IT5A
Subject Name: Principles of Communication Semester: [V

Department: Department of Information Technology
Total No. of Lectures Planned: 40

COURSE OUTCOMES
At the end of this course students will be able to:
1. Analyze different type of analog modulation techniques.
2. Explain various Pulse modulation techniques.
3. Analyze different type of digital modulation techniques.
4. Interpret line coding and pulse shaping techniques.
5. Illustrate various spread-spectrum techniques.

Lecture | Unit Topic

No.

1 1 ANALOG MODULATION: Concept of frequency translation.

2 1 Amplitude Modulation: Description of full AM

3 1 DSBSC, SSB and VSB in time and frequency domains

4 1 AM methods of generation & demodulation

5 1 frequency division multiplexing (FDM).

6 1 Angle Modulation: Phase and frequency modulation.

7 1 Descriptions of FM signal in time and frequency domains

8 1 FM methods of generation & demodulation

9 1 pre- emphasis & deemphasis

10 1 LI

11 1 Numerical

12 2 PULSE ANALOG MODULATION: Ideal sampling, Sampling theorem

13 2 aliasing, interpolation

14 2 natural and flat top sampling in time and frequency domains.

15 2 Introduction to PAM, PWM, PPM modulation schemes.

16 2 Time division multiplexing (TDM)

17 2 Numerical

18 3 PCM & DELTA MODULATION SYSTEMS: Uniform and Non-uniform quantization.
19 3 PCM and delta modulation

20 3 Signal to quantization noise ratio in PCM - =
21 3 | delta modulation. R e
22 3 | DPCM, ADM IR A

23 3 T1 Carrier System \\\\(\\\fﬁ\‘%\"\"y‘ -

AN



24 Matched filter detection.

25 Error probability in PCM system and Numerical

26 DIGITAL MODULATION: Baseband transmission: Line coding (RZ, NRZ), inter
symbol interference (ISI), pulse shaping,

27 4 Nyquist criterion for distortion free base band transmission, raised cosine spectrum.

28 4 Pass band transmission: Geometric interpretation of signals, orthogonalization.

29 4 | ASK, PSK, '

31 4 FSK, QPSK

34 4 MSK modulation techniques, coherent detection and calculation of error probabilities and
Numerical

35 5 SPREAD-SPECTRUM MODULATION: Introduction, Pseudo-Noise sequences

36 5 direct- sequence spread spectrum (DSSS) with coherent BPSK

37 5 processing gain, probability of error

38 5 frequency-hop spread spectrum (FHSS).

39 5 Application of spread spectrum: CDMA.

40 5 Numerical

TEXT/REFERENCE BOOKS

1.

2

3,

An Introduction to Analog and Digital Communications, Simon S.
Haykin,Wiley India Edition

Communication Systems (Analog and Digital), Sanjay Sharma, S. K. Kataria
& Sons

Wireless Communications: Principles and Practice, Theodore S Rappaport,
Pearson
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Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Svllabus Deployment

Name of Faculty: Mr. Sunil Choudhary Subject Code: 4IT6A
Subject Name: Principles of Programming Languages Semester: [V
Department: Department of Information Technology

Total No. of Lectures Planned: 28

COURSE OUTCOMES

At the end of this course students will be able to:

1. To provide an overview of different programming paradigms

2. Improve the background for choosing appropriate programming languages
for certain classes of programming problems

3. Be able to differentiate programming language among in an imperative (or
procedural), an object oriented, a functional, or logical programming
language

4. Analyzing the significance of an implementation of a programming language
in a compiler or interpreter

5. Increase the ability to learn new programming languages

Lecture Unit Topic
No.
1 1 PROGRAMMING LANGUAGE: Definition, History, Features
2 1 Issues in Language Design: Structure and Operation of computer
3 1 Programming Paradigms. Efficiency, Regularity
4 1 Issues in Language Translation: Syntax and Semantics.
5 2 SPECIFICATIONS & IMPLEMENTATION OF ELEMENTARY &
STRUCTURED DATA TYPES
6 ¢2 Type equivalence, checking and conversion
7 2 Vectors and Arrays,
8 2 Lists, Structures
9 2 Sets, Files
10 3 SEQUENCE CONTROL WITH EXPRESSION
11 3 Conditional Statements
12 3 Loops
13 3 Subprogram definition and activation
14 3 Exception handling
15 3 simple and recursive subprogram,
16 3 subprogram environment.
17 4 SCOPE — STATIC AND DYNAMIC
18 4 Block structures, r
19 4 Local Data and Shared Data Ao g
20 4 | Parameters and Parameter Transmission E g TR
21 4 Local and Common Environments -V
22 4 Tasks and Shared Data b R
23 5 ABSTRACT DATA TYPE SRR
24 5 information hiding, '




23 5 encapsulation, type definition

26 5 Static and StackBased Storage management

27 5 Fixed and Variable size heap storage management

28 5 Garbage Collection.
TEXT/REFERENCE BOOKS

1. Programming languages: design and implementation, Terrence W. Pratt.,
Pearson

2. Programming languages: concepts and constructs, Ravi Sethi

3. Programming [.anguage Pragmatics, Scott, ELSEVIER




Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Svllabus Deployment

Name of Faculty: Mr. Yogendra Solanki * Subject Code:4IT7A
Subject Name: Microprocessor & Interfaces Lab Semester: [V

Department: Department of Information Technology
Total No. of Labs Planned: 13

COURSE OUTCOMES
At the end of this course students will be able to:
1. Write assembly language programs using instruction set of 8085
microprocessor for various applications.
2. Interface 8085 microprocessor with external peripheral boards like ADC, DC
motor etc.
3. Solve the real world control problem with 8085 microprocessor.

Lab No. Practical

I; Add the contents of memory locations XX00 &XX01 & place the result in
memory location XX02.

o

Add the 16 bit numbers stored in memory location & store the result in
another memory location.

3 Transfer a block of data from memory location XX00 to another memory
location XX00 in forward & reverse order.

Write a program to swap two blocks of data stored in memory.

3 Write a program to find the square of a number.

6. Write a main program and a conversion subroutine to convert Binary to its
equivalent BCD.

78 Write a program to find largest & smallest number from a given array.

8. Write a program to Sort an array in ascending & descending order.

9. Write a program to multiply two 8 bit numbers whose result is 16 bit.

10. Write a program of division of two 8 bit numbers.

11, Generate square wave from SOD pin of 8085 & observe on CRO.

12. Write a program to perform traffic light control operation.

13. Write a program to control the speed of a motor.

TEXT/REFERENCE BOOKS
1. Microprocessor Architecture, Programming & Applications, R. Gaonkar,
Wiely Eastern Ltd.
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Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Svllabus Deployment

Name of Faculty: Mr. Nitin Kothari ~ Subject Code:4IT8A
Subject Name: Communication Lab Semester: IV
Department: Department of Information Technology

Total No. of Labs Planned: 11

COURSE OUTCOMES
At the end of this course students will be able to:
1. To understand basic elements of communication system
2. Use of different modulation and demodulation techniques used in analog
communication
3. Compare and contrast design issues, advantages, disadvantages and
limitations of communication systems

Lab No. Practical
1 Harmonic analysis of a square wave of modulated waveform Observe the amplitude modulated
waveform and measures modulation index. Demodulation of the AM signal
2 To modulate a high frequency carrier with sinusoidal signal to obtain FM signal. Demodulation
of the FM signal
3 To observe the following in a transmission line demonstrator kit : i. The propagation of pulse

in non-reflecting Transmission line. ii. The effect of losses in Transmission line. iii. The
resonance characteristics of al half wavelength long x-mission line.

To study and observe the operation of a super heterodyne receiver

To modulate a pulse carrier with sinusoidal signal to obtain PWM signal and demodulate it.

To modulate a pulse carrier with sinusoidal signal to obtain PPM signal and demodulate it

To observe pulse amplitude modulated waveform and its demodulation.

R[N |N | =

To observe the operation of a PCM encoder and decoder. To consider reason for using digital
signal x-missions of analog signals.

9 Produce ASK signals, with and without carrier suppression. Examine the different processes
required for demodulation in the two cases

10 To observe the FSK wave forms and demodulate the FSK signals based on the properties of
(a) tuned circuits (b) on PI.L

11 To study & observe the amplitude response of automatic gain controller (AGC ).

TEXT/REFERENCE BOOKS

1. An Introduction to Analog and Digital Communications, Simon S.
Haykin,Wiley India Edition

2. Communication Systems (Analog and Digital), Sanjay Sharma, S. K. Kataria
& Sons

3. Wireless Communications: Principles and Practice, Theodore S Rappaport,
Pearson
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Techno India NJR Institute of Technology

Academic Administration of Techno NJR Institute
Syllabus Deployment

Name of Faculty: Mr. Pankaj Ameta Subject Code:41T9A
Subject Name: Computer Aided Software Engmeeung Lab Semester: [V
Department: Department of Information Technology

Total No. of Labs Planned: 12

COURSE OUTCOMES
At the end of this course students will be able to:
1. To design and implement software solutions using different tools and
techniques.
2. To gain knowledge of technologies used for implementing software projects.
3. To learn working in team and develop projects under tight deadline.

S. No. | Practical Software Recommended:
Course Registration System Case Tools: Rational Suite, Win
Quiz System runner, Empirix  Languages:
Online ticket reservation system C/C++/JDK, JSDK, INTERNET
Remote computer monitoring EXPLORER UML Front End: VB,
Students marks analyzing system VC++, Developer 2000, .NET

Expert system to prescribe the medicines for the given symptoms | Back End: Oracle, MS — Access,
Platform assignment system for the trains in a railway station SQL Note: Open Source tools will
Stock maintenance be preferred.

Student Marks Analyzing System
Online Ticket Reservation System
Payroll System

Export System

TEXT/REFERENCE BOOKS
1. Software Engineering By Roger S. Pressman, TMH
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Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Svllabus Deployment

Name of Faculty: Mr. Pankaj Ameta Subject Code:4IT10A
Subject Name: Business Entrepreneurship Development Semester: [V
Department: Department of Information Technology

Total No. of Labs Planned: 5

COURSE OUTCOMES

At the end of this course students will be able to:

1. Have the ability to discern distinct entrepreneurial traits

2. Know the parameters to assess opportunities and constraints for new business
ideas

3. Understand the systematic process to select and screen a business idea, design
strategies for successful implementation of ideas

4. write a business plan

Lab No. Practical

1 Introduction to Entrepreneurship- Concept and need, Entrepreneurship and innovation,
Entrepreneurship and economic growth.

2 Entrepreneurial competencies, Leadership, Decision making, Motivation, Risk taking.

3 Business Enterprise Planning- Identification of business opportunity, Idea generation, Demand
estimation, Preparation of project report, Feasibility analysis.

4 Intellectual Property rights, Patents, Taxation- Central excise & Sales tax, VAT.

5 Government Policies for Entrepreneurs, Entrepreneurial career opportunities for Engineers,
case studies.

TEXT/REFERENCE BOOKS

1. Essentials of Entrepreneurship and Small Business management (5/ed.):
Thomas W. Zimmerer, and Norman M. Scarborough. PHI

2. Entrepreneurship: Strategies and Resources, 3/E -: Marc Dollinger; Prentice
Hall

3. Bringing New Technology to Market- Kathleen R. Allen, Prentice Hall

4. Entrepreneurship in Action, 2/E - Mary Coulter; Prentice Hall
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Techno India NJR Institute of Technology

Academic Administration of Techno NJR Institute

Syllabus Deployment

Name of Faculty: Mr. Sandeep Upadhyay Subject Code: SITIA
Subject Name: Computer Architecture Semester: V

Department: Department of Information Technology
Total No. of Lectures Planned: 44

w2

COURSE OUTCOMES
At the end of this course students will be able to:
1. Students will be able to understand basic structure of computer.
2. Students will be able to understand control unit operations, will able to

conceptualize instruction level parallelism.

. Students will able to perform computer arithmetic operations

4. Students will be able to design memory organization that uses banks for
different word size operations., understand the concept of cache mapping
techniques.

5. Students will be able to understand the concept of I/O organization

Lecture No. | Unit Topic

1 1 INTRODUCTION: Objective, scope and outcome of the course.

2 1 COMPUTER DATA REPRESENTATION

3 1 Basic computer data types,Complements, Fixed point representation

+ 1 Register Transfer and Micro-operations: Floating point representation, Register
Transfer language

5 1 Register Transfer, Bus and Memory Transfers

6 1 Arithmetic Micro-Operations, Logic Micro-Operations, Shift Micro-Operations,
Arithmetic logical shift unit

7 1 Basic Computer Organization and Design Instruction codes

8 1 Computer registers, computer instructions, Timing and Control, Instruction cycle

9 1 Memory-Reference Instructions, Input-output and interrupt

10 1 Complete computer description

11 1 Design of Basic computer, design of Accumulator Unit

12 1 PROGRAMMING THE BASIC COMPUTER

13 1 Machine Language, Assembly Language, assembler, Program

14 1 Loops, Programming Arithmetic and logic operations _ Z+77¢ % ,

15 1 subroutines 0= J W3 ()\r'\y"‘-'\r

16 1 I-O Programming M‘R Nt

17 1 Micro programmed Control: Control Memory, Aqu uencing

18 1 Micro program Example, design of control Unit

19 2 CENTRAL PROCESSING UNIT

20 2 General Register Organization, Stack Organization, Instruction format

21 2 Addressing Modes, data transfer and manipulation

22 2 Program Control, Reduced Instruction Set Computer (RISC)Pipeline




23 2 Vector Processing, Flynn's taxonomy

24 2 Parallel Processing, Pipelining

25 2 Arithmetic Pipeline, Instruction Pipeline

26 2 RISC Pipeline

27 2 Vector Processing, Array Processors

28 3 COMPUTER ARITHMETIC

29 3 Addition and subtraction, Multiplication Algorithms , Division Algorithms

30 3 Floating Point Arithmetic operations, Decimal Arithmetic Unit

31 4 MEMORY ORGANIZATION

32 4 Memory Hierarchy

33 4 Main Memory, Auxiliary Memory

34 4 Associative Memory, Cache Memory

35 4 Virtual Memory

36 4 Characteristics of Multiprocessors

37 4 Interconnection Structures, Inter-processor Arbitration

38 -4 Interprocessor Communication and Synchronization

39 4 Cache Coherence

40 4 Shared Memory Multiprocessors

41 5 Input-Output Organization

42 5 Input-Output Interface, Asynchronous Data Transfer

43 5 Modes Of Transfer, Priority Interrupt

-t 5 DMA, Input-Output Processor
TEXT/REFERENCE BOOKS

1. Computer Organization and Architecture - William Stallings (Pearson
Education Asia)

2. Computer Organization and Architecture -John P. Hayes (McGraw -Hill)

3. Computer Organization -V. Carl. Hamacher (McGraw-Hill)




Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Syllabus Deployment

Name of Faculty: Mr. Vivek Jain Subject Code: 5IT2A
Subject Name: Digital Signal Processing ‘Semester: V
Department: Department of Information Technology

Total No. of Lectures Planned: 40

COURSE OUTCOMES
At the end of this course students will be able to:

1. Analyze different types of discrete signals and system properties.

2. Represent discrete systems in time and frequency domain using DFT with
FFT algorithm.

3. Implementation and designing of IIR and FIR system using different
methods.

4. Implement the circuits for convert continues time signal into discrete time
signal.

Lecture | Unit Topic
No.

INTRODUCTION: Discrete time signals and properties of discrete time system

INTRODUCTION: Discrete time signals and properties of discrete time system

INTRODUCTION: Discrete time signals and properties of discrete time system

INTRODUCTION: Discrete time signals and properties of discrete time system

Introduction of Linear time invariant systems - discrete time

Properties of LTI systems and their block diagrams

Convolution of Discrete time signals

Discrete time systems described by difference equations

Introduction to Fourier Transform

Discrete time Fourier transform for periodic signals

Discrete time Fourier transform for non periodic signals

Properties of DTFT

Introduction to Z-transform: The region of convergence for the Z-transform

Z-transform: The region of convergence for the Z-transform

Inverse Z Transform

Properties of Z transform

SAMPLING: Mathematical theory of sampling. Sampling theorem.

Introduction Ideal & Practical sampling

b |k |k | | | | k| | | ek
Ol w|an|wvs|w|o]—= oL W& (W1 [—

Interpolation technique for the reconstruction of a signal from its sampling

EENE SN S VSRV UUSY SULY (UL Y LON R LUSRAUS RIS 3 J SO 3§ SO R § SO § SSRGS B WS e e el P P e e |

20 Introduction of Natural Sampling

21 Introduction of flat-top Sampling

22 Aliasing o o

23 Sampling in freq. domain. 0> AT NN T
24 Sampling of discrete time signals o _ = ¥ q

25 DFT, FFT: Discrete Fourier transform e

26 Properties of the DFT N

27 Properties of the DFT T




28 4 Linear Convolution using DI'T

29 4 Decimation—in-Time FFT Algorithms

30 4 Decimation—in-Time FFT Algorithms

31 4 Decimation in frequency FFT Algorithms

32 -+ Decimation in frequency FFT Algorithms

33 5 STRUCTURES FOR DISCRETE-TIME SYSTEMS: Block diagram and signal flow

graph representation of LCCD equations

34 5 |'Basic structures for [IR system, Transposed forms

35 5 Basic structures for FIR system, Transposed forms

36 5 Analog filter Design: Butterworth Approximation

37 5 Analog filter Design: Chebyshev Approximation

38 5 IR filter design by impulse invariance & Bilinear transformation

39 5 Design of FIR filters by Rectangular and Hamming Windowing

40 5 Design of FIR filters by Hanningand and Kasier Windowing
TEXT/REFERENCE BOOKS

I. Digital Signal Processing: Principals, Algorithms And Applications”,
Proakis, Manolakis,4™ ed., Pearson Education.

2. Discrete Time Signal Processing, Oppenheim, Schafer, 3™ ed. , PHI (2010).

3. Digital Signal Processing, Sanjit K Mitra, 4th ed., TMH.

4. Digital Signal Processing: A Modern Introduction, Ambardar, Cengage
learning.




Techno India NJR Institute of Technology

Academic Administration of Techno NJR Institute

Syllabus Deployment

Name of Faculty: Ms. Juhi Gupta ‘ Subject Code: SIT3A
Subject Name: Telecommunication Fundamentals Semester: V
Department: Department of Information Technology

Total No. of Lectures Planned: 40

COURSE OUTCOMES

At the end of this course students will be able to:

1. Analyze different transmission terminologies, transmission mediums, line
coding schemes, network models and flow control techniques.

2. Apply different error detection and correction techniques in data
transmission.

3. Acquire knowledge about different wireless standard and switching
mechanisms in data link layer.

4. Explain the different multiplexing & multiple access techniques.

5. Ability to design different spread spectrum techniques.

Lecture | Unit Topic
No.

1 1 Data Transmission: Terminology, Frequency, spectrum, bandwidth

2 1 Analog and digital transmission, Transmission impairments

3 1 Channel capacity, Transmission Media.

4 1 Wireless Transmission: Antenna and antenna gain

5 1 Network Reference Models (OSI/ISO and TCP/IP) Physical Layer: Line Encoding Schemes.
Concept of bit period

6 1 Effect of clock skew, Synchronous and Asynchronous communication.

7 1 Data Link Layer: Functions of data link layer and design issues

8 1 Flow Control: Flow control in loss less and lossy channels using

9 1 Stop-and-wait, sliding window protocols. Performance of protocols used for flow control

10 2 Error Control Coding: Error Detection, Two Dimensional Parity Checks, and Internet
Checksum

11 2 | Polynomial Codes, Standardized polynomial codes, error detecting capability of a
polynomial codes

12 2 Linear codes, performance of linear codes, error detection & correction using linear codes

13 2 Data Link Control: HDLC & PPP including frame structures

14 2 MAC sublayer: Channel Allocation Problem

15 2 Pure and slotted Aloha, CSMA,
CSMA/CD, collision free multiple access

16 2 Throughput analysis of pure and slotted ° T i -
Aloha En=) T \L Jagis

17 2 | Ethernet Performance ‘ \AL

18 3 Wireless LAN: Hidden node and Exposed node Prpblm@‘“ﬂg L3t

19 3 | RTS/CTS based protocol, 802.11 Architecture {HIWY "

20 3 Protocol stack, Physical layer, MAC Sublayer




21 3 Bluetooth Architecture and Protocol Stack

22 3 Data Link Layer Switching: Bridges (Transparent, Learning and Spanning Tree), Virtual
LANs

23 4 Multiplexing: Frequency division, time division (Synchronous and statistical)multiplexing.
ADSL, DS1 and DS3 carriers

24 4 Multiplexing: Frequency division, time division (Synchronous and statistical)multiplexing.
ADSL, DS1 and DS3 carriers

25 4 Multiple Accesses: TDMA frame structure, TDMA Burst Structure, TDMA Frame '
efficiency

26 4 | Multiple Accesses: TDMA frame structure, TDMA Burst Structure, TDMA Frame
efficiency

27 4 | TDMA Superframe structure, Frame acquisition and synchronization, Slip rate in digital
terrestrial networks

28 4 | TDMA Superframe structure, Frame acquisition and synchronization, Slip rate in digital
terrestrial networks

29 4 | Switching: Qualitative description of Space division, time division and space-time space
division switching.

30 4 Switching: Qualitative description of Space division, time division and space-time space
division switching.

31 5 Spread Spectrum Techniques: Direct sequence(DSSS) & frequency
hopping(FHSS)

32 5 Spread Spectrum Techniques: Direct sequence(DSSS) & frequency
hopping(FHSS)

33 5 Performance consideration in DSSS & FHSS

34 5 Performance consideration in DSSS & FHSS

35 5 Code division Multiple access (CDMA): frequency & channel specifications

36 5 | Code division Multiple access (CDMA): frequency & channel specifications

37 5 Forward & reverse CDMA channel, pseudo noise(PN) sequences, m-sequenc

38 5 Gold sequence, orthogonal code, gold sequences

39 5 Gold sequence, orthogonal code, gold sequences

40 5 IMT-2000, WCDM

TEXT/REFERENCE BOOKS

1. Data and computer communication, Stallings,8th ed. Pearson.
2. Digital Satellite Communications, Tri.T.Ha, 2/e, Tata McGraw Hill.
3. COMMUNICATION NETWORKS, Alberto Leon-Garcia, Indra Widjaja,

2nd ed., TMH
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Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Syllabus Deployment

Name of Faculty: Ms. Kiran Acharya Subject Code: SIT4A
Subject Name: Database Management System SEM: V
Department: Department of Information Technology

Total No. of Lectures Planned: 48

COURSE OUTCOMES
At the end of this course students will be able to:

1. Students will have a broad understanding of database concepts and database
management system software and also have a high-level understanding of major
DBMS components and their function.

2. Students will be able to model an application’s data requirements using
conceptual modeling tools like ER diagrams and design database schemas based
on the conceptual model.

3. Students will be familiar with the relational database theory, and be able to write
relational algebra expressions for queries.

4. Students will be able to Identify Structure Query Language statements used in
creation and manipulation of Database. Students will be able to write SQL
commands in a relational DBMS.

5. Students will be able to understand the concept of database normalization and
students can construct normalized databases for various applications.

LectureNo. | Unit Topic
1 1 Introduction: Objective, scope and outcome of the course
2 2 | Overview and History of DBMS. File System v/s DBMS
3 2 | Advantage of DBMS Describing and Storing Data in a DBMS
4 2 | Queries in DBMS and Structure of a DBMS
5 2| Overview of Data Design Entities, Attributes and Entity Sets
6 2| Relationship and Relationship Sets
7 2 Key Constraints, Participation Constraints, Weak Entities
8 2 | Design ER Model - Entity v/s Attribute, Entity vs Relationship
9 2 | Design ER Model - Binary vs Ternary Relationship and Aggregation v/s ternary
10 2 | Relationship Conceptual Design for a Large Enterprise
11 2 | Class Hierarchies, Aggregation, Conceptual Data Base
12 2 | Introduction of Relationship Algebra Selection and Projection
13 2 | Set Operations in Relation Algebra, Renaming, Division, Relation Calculus
14 2 | Expressive Power of Algebra and Calculus g AT : »
15 2 | Introduction of SQL Query and form of SQL query S Al k-
(N ‘

b ‘;"‘:\‘.\u

\ S




16 2 | Union, and Intersection and Except Operation in SQL

17 2 | Nested Queries, Correlated Nested Queries

18 2 | Set-Comparison Operations, Aggregate Operators, Null Values
19 2 | Joins in relational algebra and SQL

20 2 | Example of JOINS

21 2 | Embedded SQL, Dynamic SQL, ODBC and JDBC

22 2 | Triggers and Active Databases

23 3 | Introductions to Schema Refinement, Functional Dependencies
24 3 | Example of Functional Dependency

25 3 | Types of Normal Form INF, 2NF

26 3 | 3NF, BCNF

27 3 | 4NF and 5 NF, Decomposition into BCNF Decomposition into 3-NF
28 3 | Practice of Normal Form

29 3 | Practice of Normal Form

30 4 | Transaction introduction and Property of Transaction, Transaction State
31 4 | Serializability, Types of serializability

32 4 | Conflict serializability and its example

33 4 | View serializability and its example

34 4 | Conflict Equivalent

35 4 | View Equivalent

36 4 | Recoverable Schedules, Cascadeless Schedules

37 6 | Concurrency Introduction, Lock-based protocols

38 5 | Timestamp-based protocols, Validation-based protocols

39 5 | Deadlock handling, Condition of Deadlock

40 5 | Example of Deadlock handling

41 5 | Database failure introduction, Introduction of Recovery Schemes
42 5 | Shadow Paging and Log-based Recovery

43 5 | Recovery with Concurrent transactions.

44 5 | SQL Query

45 5 | SQL Query

46 Example of important topics of DBMS

47 Example of important topics of DBMS

48 Example of important topics of DBMS
TEXT/REFERENCE BOOKS

1. H.f. Korth and Silberschatz: Database Systems Concepts, McGraw Hill
2. Almasri and S.B. Navathe: Fundamentals of Database Systerrp( WQG‘
3. C.J. Date: Data Base Design, Addison Wesley . e \;_0? T

4. Hansen and Hansen : DBM and Design, PHI u“mmp\\:w ;
Tt




Techno India NJR Institute of Technology

Academic Administration of Techno NJR Institute

Svllabus Deployment

Name of Faculty: Mr. Gaurav Kumawat
Subject Name: Operating Systems

Department: Department of Information Technology
Total No. of Lectures Planned: 36

Subject Code: SITSA
Semester: V

COURSE OUTCOMES

At the end of this course students will be able to:

1. Students will be able to understand operating system and process concept.

2. Students will be able to analyze Scheduling algorithms and formulate
solutions for critical section problem

3. Students will be able to describe deadlock, Methods for handling deadlocks
and memory management strategies

4. Students will be able to gain the knowledge of virtual memory

5. Students will be able to understand various file and disk management
strategies.
Lecture No. | Unit Topic
1. 1 Introduction to OS
2. 2 History of Operating systems:
3. 2 Structure and operations;
4. 2 processes and files
3. 2 Processor management
6. 2 inter process communication
7. 2 mutual exclusion
8. 2 Semaphores
9. 2 wait and signal procedures,
10. 2 process scheduling
11. 2 process scheduling and algorithms,
12. 2 critical section
13. 2 threads, multithreading
14. 3 Memory management: contiguous memory allocation
15. 3 virtual memory
16. 3 Paging
17. 3 page table structure,
18. 3 demand paging
19. 3 page replacement policies : —
20. 3 | thrashing, - L LA
21, 3 | Segmentation h :
= 22 4 | Deadlock: Shared resources T T
23. 4 resource allocation and scheduling




24, 4 resource graph models

25. 4 deadlock detection

26. 4 deadlock avoidance

27. + deadlock prevention algorithms

28. 4 Device management: devices and their characteristics
28, -+ device drivers

30: 4 device handling J

31. - disk scheduling algorithms and policies

32. 5 File management: file concept, types and structures
33. 5 directory structure

34. 5 access methods and matrices

35: 5 file security

36. 5 user authentication

TEXT/REFERENCE BOOKS

1. A. Silberschatz and Peter B Galvin: Operating System Principals, Wiley India
Pvt. Ltd.

2. Achyut S Godbole: Operating Systems, Tata McGraw Hill

. Tanenbaum: Modern Operating System, Prentice Hall.

4. DM Dhamdhere: Operating Systems — A Concepts Based Approach, Tata
McGraw Hill

5. Charles Crowly: Operating System A Design — Oriented Approach, Tata
McGraw Hill.
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Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Syllabus Deployment

Name of Faculty: Ms. Harshita Shreemali Subject Code: 5SIT6.1A
Subject Name: Advance Data Structure Semester: V
Department: Department of Information Technology

Total No. of Lectures Planned: 35

COURSE OUTCOMES
At the end of this course students will be able to:
1. Ability to understand types of Balanced Trees and their operations.
2. Ability to understand concepts and operations of Heaps.
3. Ability to understand graph terminology and its various algorithm to solve
engineering problems.
4. Ability to understand parallel processing using sorter and merger networks.
5. Ability to understand mathematical theorems used in data structures

Lecture No. | Unit Topic

1 1 ADVANCED TREES
2 1 Definitions, Operations on Weight Balanced Trees
3 1 2-3 Trees
4 1 Red- Black Trees
5 1 Dynamic Order Statistics
6 1 Interval Tree; Dictionaries
7 2 MERGEABLE HEAPS
8 2 Mergeable Heap Operations
9 2 Binomial Trees
10 2 Implementing Binomial Heaps and its Operations
11 2 2-3-4. Trees and 2-3-4 Heaps
12 2 Amortization analysis and Potential Function of Fibonacci Heap
13 2 | Implementing Fibonacci Heap

14 3 GRAPH THEORY DEFINITIONS
15 4 Definitions of Isomorphic Components
16 4 Circuits, Fundamental Circuits, Cut-sets
17 -+ Cut- Vertices Planer and Dual graphs
18 E Spanning Trees, Kuratovski's two Graphs
19 3 GRAPH THEORY ALGORITHMS
20 3 Algorithms for Connectedness, Finding all Spanning Trees in a Weighted Graph,
21 3 Breadth First and Depth First Search
22 3 Topological Sort, Strongly Connected Components and Articulation Point
23 3 Single Min-Cut Max-Flow theorem of Network Flows
24 3 Ford-Fulkerson Max Flow Algorithms
25 4 | SORTING NETWORK )
26 4 | Comparison network, zero-one principle s T et
27 4 | Bitonic sorting and merging network sorter et Y
28 4 Priority Queues and Concatenable Queues using 2-3 Treggy AR
29 4 Operations on Disjoint sets and its union-find proﬁ&“‘}\fﬁlﬁiementing Sets




30 5 NUMBER THEORITIC ALGORITHM

31 5 Number theoretic notions, Division theorem,

32 5 GCD, recursion, Modular arithmetic

33 5 Solving Modular Linear equation

34 5 Chinese Remainder Theorem

35 S Computation of Discrete Logarithms, primality Testing and Integer Factorization.

L3 L}

TEXT/REFERENCE BOOKS

I. Cormen, Leiserson, Rivest: Introduction to Algorithms, Prentice Hall of
India.

2. Horowitz and Sahani: Fundamental of Computer algorithms.

3. Aho A.V, J.D Ulman: Design and analysis of Algorithms, Addison Wesley

4. Brassard : Fundamental of Algorithmic, PHI.




Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Svyllabus Deployment

Name of Faculty: Ms. Harshita Shreemali Subject Code: SIT7A
Subject Name: Database Lab Semester: V
Department: Department of Information Technology

Total No. of Labs Planned: 12

COURSE OUTCOMES

At the end of this course students will be able to:

l. Apply the knowledge to design efficient database system for a commercial
application

2. Apply the knowledge to write efficient queries to reduce query processing
time in database

3. Develop an ability to work with different databases. Such as MySQL and
Oracle it also opens the opportunity for the research in the Big Data Retrieval

arca.
Lab No. Practical
1. Design a Database and create required tables. For e.g. Bank, College Database
2. Apply the constraints like Primary Key, Foreign key, NOT NULL to the tables.
3 Write a SQL statement for implementing ALTER,UPDATE and DELETE.
4. Write the queries to implement the joins.
5. Write the query for implementing the following functions: MAX (), MIN (), AVG () and
COUNT ().
6. Write the query to implement the concept of Integrity constrains.
7. Write the query to create the views.
8. Perform the queries for triggers
9. Perform the following operation for demonstrating the insertion , updation and deletion
10. Using the referential integrity constraints.
11, Write the query for creating the users and their role.
12: Project

TEXT/REFERENCE BOOKS

1. Ivan Bayross, SQL, PL/SQL, BPB Publications

2. Vikram Vaswani, MySQL The Complete Reference, McGraw Hill
3. Korth and Silberschatz: Database Systems Concepts, McGraw Hill
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Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Syllabus Deployment

Name of Faculty: Ms. Tanu Verma Subject Code: SIT8A
Subject Name: Advance Communication Lab Semester: V

Department: Department of Information Technology
Total No. of Labs Planned: 11

COURSE OUTCOMES

At the end of this course students will be able to:

. Analyze and compare different analog modulation schemes for their
efficiency and bandwidth

2. Analyze the behavior of a communication system in presence of noise.

3. Investigate pulsed modulation system and analyze their system performance

4. Analyze different digital modulation schemes and can compute the bit error
performance.

5. Design a communication system comprised of both analog and digital
modulation techniques.

Lab No. Practical

TDM of two band limited signals.

ASK and FSK generation and detection

PSK generation and detection

DPSK generation and detection

QPSK generation and detection

PCM generation and detection using a CODEC Chip

No v s vl =

Measurement of losses in a given optical fiber ( propagation loss, bending loss) and numerical
aperture

8. Analog and Digital (with TDM) communication link using optical fiber

9 Measurement of frequency, guide wavelength, power, VSWR and attenuation in a microwave
test bench

10. Measurement of directivity and gain of antennas: Standard dipole (or printed dipole),
microstrip patch antenna and Yagi antenna (printed).

11 Determination of coupling and isolation characteristics of a stripline (or microstrip) directional
coupler (a) Measurement of resonance characteristics of a microstrip ring resonator and
determination of dielectric constant of the substrate. (b) Measurement of power division and
isolation characteristics of a microstrip 3 dB power divider.

TEXT/REFERENCE BOOKS

I. Principles of Communication Systems, Herbert Taub, Donald Schilling,
Goutam Saha, TMH

2. An Introduction To Analog & Digital Communications, Haykins, Wiley

3. Communication Systems Engineering, Proakis J. G. and Salehi M,, Rearson
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Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Svyllabus Deployment

Name of Faculty: Ms. Shipra Maheshwari Subject Code: SIT9A
Subject Name: Operating Systems Simulation Lab Semester: V

Department: Department of Information Technology
Total No. of Labs Planned: 12

COURSE OUTCOMES

At the end of this course students will be able to:

1. Develop an ability to understand the basic need and basic functions of
operating systems.

2. Apply knowledge of the algorithms to Understand & simulate strategies used
in Linux & Windows operating systems and also used for implementing the
tasks performed by the operating systems.

3. It would help the graduate in their professional career to develop aptitude for
carrying out research in the area of operating system.

Lab No. Practical

i MOSS INTRO AND WRITE PROGRAMS USING THE FOLLOWING SYSTEM CALLS
OF UNIX OPERATING SYSTEM: FORK, EXEC, GETPID, EXIT, WAIT, CLOSE

WRITE C PROGRAMS TO SIMULATE UNIX COMMANDS LIKE LS, GREP, ETC.

SIMULATION OF SCHEDULING ALGORITHM

PROGRAM FOR FCFS AND SJF CPU SCHEDULING ALGORITHM

PROGRAM FOR PRIORITY SCHEDULING

SIMULATION OF DEADLOCK ALGORITHMS
PROGRAM FOR DEADLOCK DETECTION (BANKERS ALGO)

SIMULATION OF MEMORY MANAGEMENT
PROGRAM FOR FIRST FIT ALGORITHM
PROGRAM FOR FIFO PAGE REPLACEMENT ALGORITHM

|0 N o v W

— | —
Ll =

SIMULATION OF FILE SYSTEM
C PROGRAM FOR FILE OPERATIONS

—
D

:

TEXT/REFERENCE BOOKS

1. Achyut S Godbole: Operating Systems, Tata McGraw Hill

2. Tanenbaum: Modern Operating System, Prentice Hall.

3. DM Dhamdhere: Operating Systems — A Concepts Based Approach, Tata
McGraw Hill

4. Charles Crowly: Operating System A Design — Oriented Approach Tata
McGraw Hill.
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Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Syllabus Deployment

Name of Faculty: Mr. Vivek Jain ) Subject Code:
SIT10A
Subject Name: Digital Hardware Design Lab Semester: V

Department: Department of Information Technology
Total No. of Labs Planned: 15

COURSE OUTCOMES
At the end of this course students will be able to:
1. Simulate combinational and sequential circuit using VHDL code.
2. Implement FSM on FPGA Board.
3. Implement logical circuits on FPGA Board.
4. Implement Sequential circuits on FPGA Board.

Lab No. Practical

1. VHDL Code for Decoders
VHDL Code for encoders
VHDL Code for Code Converters
VHDL Code for Combinational Circuits
VHDL Code for Combinational Circuits
VHDL Code for Flip Flops
VHDL Code for Counter
VHDL Code for Shift Register

9. VHDL Code for Mealy type FSMs

10. VHDL Code for Moore type FSMs

. VHDL Code for Mealy Machines

12, VHDL Code for Moore Machines

13. VHDL Code for VHDL Codes for FSM
14. VHDL Code for Serial Adder

15. VHDL Code for Vending Machine

ol B UIR (o Il -l 5

TEXT/REFERENCE BOOKS

1. Digital Logic with VHDL Design, Brown, TMH.(2007).

2. VHDL for Engineers, Short, Pearson. (2011).

3. VHDL (Text BOOK Binding), Douglas L. Perry, TMH (2002).
4. VHDL , A design oriented Approach, S S Limaye, TMH (2008).

L




Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Syllabus Deployment

Name of Faculty: Mr. Sandeep Upadhyay Subject Code:6IT1A
Subject Name: Computer Networks Semester: VI
Department: Department of Information Technology

Total No. of Lectures Planned: 40

COURSE OUTCOMES

At the end of this course students will be able to:

1. Independently understand basics about computer networks, different routing
algorithms and congestion control techniques in network layer.

2. Understand and explain basic taxonomy and terminology of the
internetworking, subnetting, IP protocol (IPV4 and IPV6), network layer
protocols and routing to mobile hosts and IP.

3. Identify the different elements of transport protocols and principles of reliable
data transfer.

4. Enumerate the transport layer in the internet, TCP congestion control, TCP
Timer management, TCP Transmission Policy.

5. Get familiar with the application layer, www, DNS and P2P file sharing.

Lecture No. | Unit Topic
1 1 INTRODUCTION: Objective, scope and outcome of the course.
2 2 INTRODUCTORY CONCEPTS
3 2 Network hardware, Network software, topologies
4 2 Protocols and standards
5 2 Physical Layer: Digital and Analog Signals, Periodic Analog Signals
6 2 Signal Transmission, Limitations of Data Rate, Digital Data
Transmission

2 Performance Measures, Line Coding, Digital Modulation

2 Media and Digital Transmission System

3 DATA LINK LAYER
10 3 Error Detection and Correction, Types of Errors, Two dimensional parity check
11 3 Detection verses correction, Block Coding, Linear Block Coding, Cyclic Codes
12 3 Checksum, Standardized Polynomial Code
13 3 Error Correction Methods
14 3 Forward Error Correction, Protocols
15 3 Stop and wait, Go-back-N ARQ
16 3 Selective Repeat ARQ, Sliding window, Piggy backing
17 3 Pure ALOHA, Slotted ALOHA
18 3 CSMA/CD, CSMA/CA
19 4 | NETWORK LAYER O e xRN
20 4 | Design issues e T A




21 4 Routing algorithms

22 - IPV4, IPV6, Address mapping

23 4 | ARQ, RARQ

24 4 Congestion control

25 4 Unicast, Multicast, Broadcast routing protocols

26 4 Quality of Service, Internetworking

27 5 TRANSPORT LAYER

28 5 Transport service

29 5 Elements of transport protocols

30 5 User Datagram Protocol

31 5 Transmission Control Protocol

32 5 Quality of service

33 5 [eaky Bucket and Token Bucket algorithm

34 6 | APPLICATION LAYER

35 6 | WWW

36 6 DNS

37 6 Multimedia, Electronic mail

38 6 |FTP

39 6 HTTP, SMTP

40 6 Introduction to network security
TEXT/REFERENCE BOOKS

1. Tanenbaum; Computer Network, 4th Ed., Pearson.
2. Kurose; Computer Networking, 3rd Ed., Pearson.
3. Peterson, Davie; Computer Networks, 4rd Ed., ELSEVIER
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Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Svyllabus Deployment

Name of Faculty: Mrs. Poornima Dave Subject Code: 6IT2A
Subject Name: Design and Analysis of Algorithms Semester: VI
Department: Department of Information Technology

Total No. of Lectures Planned: 40

Y

COURSE OUTCOMES

At the end of this course students will be able to:

1. Students will be able to understand various asymptotic notations, its
properties and use in measuring algorithm behavior, learn about various
sorting, greedy and divide and conquer approach.

2. Students will able to apply various algorithms for different computing
problems using dynamic programming and branch and bound techniques.

3. Students will be able to design and evaluate algorithms using various
algorithm design techniques for pattern matching algorithms.

4. Students will be able to analyze randomized algorithms, Recite algorithms
that employ randomization.

5. Relate the concepts of NP Completeness for analyze and solving the
complexity of real life problems.

Lecture No. | Unit Topic
i | | REVIEW OF ALGORITHM COMPLEXITY, ORDER NOTATIONS:
Definitions and calculating complexity
2 1 | Binary Search, Merge Sort
3 1 | Quick sort
4 1 | Strassen's matrix multiplication algorithms.
5 1 | Knapsack Problem, Job Sequencing
6 1 | Optimal Merge Patterns
7 1 | Minimal Spanning Trees
8 1 | Problem solving of Strassen Matrix
9 1 | Problem solving of Knapsack
10 1 | Problem solving of MST
1 2 | MATRIX CHAIN MULTIPLICATION
12 2 | Longest Common Subsequence = ﬂ\r
13 2 | 0/1 Knapsack Problem . e <~ Qe
14 2 | Traveling Salesman Problem O i A
15 2 | Lower Bound Theory , \:\3&“ =
16 2 | Backtracking Algorithms ﬁ%‘
17 2 | Queens problem
18 3 | NAIVE AND RABIN KARP STRING MATCHING ALGORITHMS
19 3 | KMP Matcher and Boyer Moore Algorithms




20 3 | KMP Matcher and Boyer Moore Algorithms

21 3 | Formulation of Assignment

22 3 | Formulation of Assignment

23 3 | Quadratic Assignment Problem

24 3 | Quadratic Assignment Problem

25 4 | LAS VEGAS ALGORITHMS

26 4 | Monte Carlo algorithms

27 4 | Randomized algorithm for Min-Cut,

28 4 | Randomized algorithm for 2- SAT

29 4 | Problem definition of Multicommodity flow

30 4 | Problem definition of Multicommodity flow

31 4 | Flow shop scheduling

32 4 | Network capacity assignment problems

33 4 | Network capacity assignment problems

34 5 | DEFINITIONS OF P, NP-HARD

35 5 | NP-Complete Problems

36 5 | Decision Problems

37 5 | Cook's Theorem. Proving NP-Complete Problems - Satisfiability problem

38 5 | Vertex Cover Problem

39 5 | Approximation Algorithms for Vertex Cover

40 5 | Set Cover Problem
TEXT/REFERENCE BOOKS

1. Horowitz and Sahani: Fundamental of Computer algorithms

2. Cormen, Leiserson, Rivest: Introduction to Algorithms, Prentice Hall of India

3. AhoA.V , J.D Ulman: Design and analysis of Algorithms, Addison Wesley
Additional
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Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Syllabus Deployment

Name of Faculty: Mr. Sunil Choudhary ’ Subject Code: 6IT3A
Subject Name: Theory of Computation SEM: VI
Department: Department of Information Technology

Total No. of Lectures Planned: 50

COURSE OUTCOMES
At the end of this course students will be able to:
1.

Students will be able to analyze and design finite automata also can apply
rigorously formal mathematical methods to design automata.

. Students will be able to apply formal mathematical methods to prove

properties of languages; grammars also analyze and design regular
Expression and grammars.

. Students will be able to develop the ability to apply the ideas about context

free grammars, Derivation and ambiguity along the designing of Pushdown
Automata.

. Students will be able to Construct Turing machine for different problems and

argue formally about correctness on different restricted machine models of
computation. They can demonstrate their understanding of key notions, such
as computability, decidability, and complexity through problem solving.
Students will be able to distinguish different computing languages and
classify their respective types.

Lecture | Unit Topic

No.

OBJECTIVE, SCOPE AND OUTCOME OF THE COURSE

INTRODUCTION OF BASIC MACHINE, FINITE STATE MACHINE

Representation of FA: Transition graph, Transition matrix

Exercise of Finite automata

Types of FA: Deterministic and nondeterministic finite automation

Conversion of DFA to NFA _ A

Minimization of finite automata N i (_-.‘;‘.:@u

Mealy & Moore machines introduction @~ ™

Ol N[ n| WL —

Conversion of Moore to Melay Machine A e

._.
o

Conversion of Melay to Moore Machine m’\y;.\"\"‘““

—
—

Introduction of Grammar: Alphabet, words, Operati&{é‘éﬁ\ egular sets

fam—y
|89
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16 2 Closure properties of regular sets, Pumping lemma and regular sets

17 2 Myhill- Nerode theorem , Application of pumping lemma, Power of the languages

8 3 INTRODUCTION OF CONTEXT FREE GRAMMARS (CFG), DERIVATION OF
CFG AND CONTEXT FREE LANGUAGE

19 3 Relationship between derivation and derivation trees

20 3 Leftmost and rightmost derivation, sentential forms

21 v 3 Parsing and ambiguity of CFG

22 3 Greibach and Chomsky Normal form — 1

23 3 Greibach and Chomsky Normal form — 2

24 3 | Greibach and Chomsky Normal form — 3

25 3 Problems related to CNF and GNF including membership problem

26 4 | INTRODUCTION OF PUSH DOWN AUTOMATA, NONDETERMINISTIC PDA

27 4 | CFL to PDA - 1

28 4 | CFLtoPDA -2

29 4 | PDA to CFG -1

30 4 | PDA to CFG -2

31 4 Deterministic PDA and Deterministic CFL

1 4 pumping lemma for CFL’s, Closure Properties and Decision properties for CFL, Deciding
properties of CFL

33 5 | INTRODUCTION, DEFINITION OF TURING MACHINE

34 5 Turing Machine Capabilities: Acceptors and Transducers

35 5 Design TM -1

36 5 Design T™M -2

37 5 | Design TM -3

38 5 Computable Languages and functions, Universal TM

39 5 Other modification, multiple tracks Turing Machine

40 5 Recursive & recursively enumerable languages, Properties of RL and REL

41 5 Introduction of Context sensitive grammars and languages,

42 5 Chomsky Hierarchy

43 6 | TRACTABLE AND UNTRACTABLE PROBLEMS: P, NP

44 6 | NP complete and NP hard problems

45 6 Un-decidability, examples of these problems like vertex cover problem

46 6 | Hamiltonian path problem, traveling sales man problem

47 Revision of Course

48 Revision of Course

49 Revision of Course

50 Revision of Course

TEXT/REFERENCE BOOKS

1. Aho, Hopcroft and Ullman, Introduction to Automata Theory, Formal

Languages and Computation, Narosa

2. Cohen, Introduction to Computer Theory, Addison Wesley.
3. Papadimitriou, Introduction to Theory of Computing, Prentice Hall.
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Techno India NJR Institute of Technology

Academic Administration of Techno NJR Institute
Svyllabus Deployment

Name of Faculty: Mr. Gaurav Kumawat Subject Code: 61T4A
Subject Name: Programming in Java Semester: VI
Department: Department of Information Technology

Total No. of Lectures Planned: 38

COURSE OUTCOMES

At the end of this course students will be able to:

1. Use an appropriate programming environment to design, code, compile, run
and debug computer programs.

2. Demonstrate basic problem-solving skills: analyzing problems, modeling a
problem as a system of objects, creating algorithms, and implementing
models and algorithms in an object-oriented computer language (classes,
objects, methods with parameters, abstract classes, interfaces, inheritance and
polymorphism).

3. Tllustrate basic programming concepts such as program flow and syntax of a
high-level general purpose language.

4. Demonstrate working with primitive data types, strings and arrays.

Lecture No. | Unit Topic
1 1 JAVA: Introduction to Object Orientated Programming,
2 1 Abstraction, Object Oriented Programming Principles, Features of JAVA,
3 1 Introduction to Java byte code, Java Virtual machine.
- 1 PROGRAM ELEMENTS: Primitive data types, variables, assignment,
arithmetic, short circuit
5 1 logical operators, Arithmetic operators, bit wise operators, relational operators, ,
6 1 Boolean logic operators, the assignment operators, operator precedence
7 2 Decision and control statements, arrays.
8 2 CONTROL STATEMENTS: Java’s Selection Statements, if statement,
9 2 switch statement, Iteration Statements, while, do-while, for, for-each
10 2 Nested Loops, Jump Statements, Using break, Using continue, return
11 2 OBJECTS AND CLASSES: Objects,
12 2 constructors, returning and passing objects as parameter
13 2 Nested and inner classes f?;;(=;(’55\(t"\‘ 5
14 2 Single and Multilevel Inheritance P - f_\rr‘\.g{(%\'v sl
15 2 | Extended classes, Access Control, - TR
16 2 usage of super e
17 2 Overloading and overriding methods ‘m{\x\ﬁ“"”
18 3 ABSTRACT CLASSES, USING FINAL WITH INHERITANCE.
19 3 PACKAGE AND INTERFACES: Defining package, concept of CLASSPATH,
20 3 access modifiers, importing package,




21 3 Defining and implementing interfaces.

22 3 STRING HANDLING: String constructors

23 3 special string operations,

24 3 character extraction, searching and comparing strings,

25 3 string Buffer class

26 4 EXCEPTION HANDLING: Exception handling fundamentals,
27 4 Exception types, uncaught exceptions, try, catch and multiple catch statements
28 4 FILE HANDLING: /O streams

29 4 File I/O.

30 5 CONCURRENCY: PROCESSES AND THREADS,

31 5 Thread Objects,

32 5 Defining and Starting a Thread

33 5 Pausing Execution with Sleep

34 5 Interrupts, Joins,

35 5 Synchronization

36 5 APPLET: Applet Fundamentals

37 5 using paint method

38 5 using paint method and drawing polygons

TEXT/REFERENCE BOOKS

1. The online Java tutorial @ https://docs.oracle.com/javase/tutorial/. (The
authoritative source)

2. Paul Deitel and Harvey Deitel, "Java How to Program, Late Object", latest
edition. (A comprehensive reference for programmers)

3. Y. Daniel Liang, "Introduction to Java Programming", latest edition. (Good
text book for undergraduate Java courses.)

4. Bruce Eckel, "Thinking in Java", 4th ed, 2007.
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Academic Administration of Techno NJR Institute
Svyllabus Deployment

Techno India NJR Institute of Technology

Name of Faculty: Mr. Vivek Jain
Subject Name: Information Theory and Coding

Department: Department of Information Technology
Total No. of Lectures Planned: 28

Subject Code: 6ITSA
Semester: VI

COURSE OUTCOMES
At the end of this course students will be able to:
1. Students will get the concepts of entropy & Source coding.
2. Students will learn the various source coding schemes for data compaction.
3. Students will get the concepts of linear block code and various operations on
it.
4. Students will be able to know cyclic code and its various concepts.
5. Students will be able to know convolutional code and its various concepts.
Lecture No. Unit Topic
1 1 Introduction to information theory: Uncertainty, Information and Entropy
2 1 Information measures for continuous random variables
3 1 source coding theorem
- 1 Discrete Memory less channels
5 1 Mutual information, Conditional entropy
6 2 Source coding schemes for data compaction: Prefix code
7 2 Huffman code, Shanon-Fane code
8 2 Hempel-Ziv coding channel capacity
9 2 Channel coding theorem
10 2 Shannon limit
11 3 Linear Block Code: Introduction to error connecting codes
12 3 Coding & decoding of linear block code
13 3 Coding & decoding of linear block code
14 3 Minimum distance consideration
15 3 Conversion of non-systematic form of matrices into systematic
Form
16 4 Cyclic Code: Code Algebra
17 4 Basic properties of Galois fields (GF)
18 - Polynomial operations over Galois fields -, %
19 4 Generating cyclic code by generating polynomial PR ,
20 - Parity check polynomial e , -@\\'« 1
21 4 Encoder & decoder for cyclic codes oS
22 5 Convolutional Code: Convolutional encoders of different rates
23 S Code Tree, Trllis and state diagram LW
24 5 Code Tree, Trllis and state diagram A\
25 g Maximum likelihood decoding of convolutional code
26 5 Maximum likelihood decoding of convolutional code
2 5 The viterbi Algorithm fee distance of a convolutional code




28 5 The viterbi Algorithm fee distance of a convolutional code

TEXT/REFERENCE BOOKS

I. Digital Communication, Simon Haykin, Wiley.

2. Information Theory & Coding, J.S.Chitode, Technical Publications.

3. Information  Theory, Coding & Cryptography,Ranjan Bose,Mcgra
Hill,Education
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Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Syllabus Deployment

Name ‘of Faculty: Mrs. Kirti Dashora ° Subject Code: 61T6.1A
Subject Name: Advance Topics in Operating Systems Semester: VI
Department: Department of Information Technology

Total No. of Lectures Planned: 45

COURSE OUTCOMES

At the end of this course students will be able to:

1. Develop an ability to understating the main concepts of Concurrency,
transactions, multimedia operating systems, real time operating systems and
mobile computing

2. Develop an ability to understand the use of virtualization and cloud
technologies

3. Develop an ability to design operating system which supports database
transactions, ACID properties and serializability

4. To give an understanding of practical engineering issues in real-time and
concurrent systems

5. To discuss limitations of widely-used operating systems, introduce new
design approaches to address challenges of security, robustness, and

concurrency
Lecture No. | Unit Topic

1 1 | OPERATING SYSTEM STRUCTURES — POLICIES & MECHANISM

2 1 | Structures- monolithic, layered, virtual machines, micro kernel, exokernels,

3 1 | client- server model. Examples from Linux & Windows.

4 1 | Threads Advance Concepts— Libraries- Pthreads win32 threads, Java threads

5 1],

6 1 | Introduction to threading issues, system calls, cancellation, signal handling, thread pool,
thread specific data,

7 1 | window threads, Linux threads, Solaris Threads

8 1 | Message Passing System — Need of Message Passing Systems design issues, naming,
synchronization

9 1 | Implementation—buffering and delivery;

10 1 | mailboxes; RPC & RMI Examples Systems — Linux, Windows THTANE

11 2 | FILE SYSTEM- FILE SYSTEM LAYOUTS . r

12 2 | file system implementation el

13 2 | contagious allocation, link list allocation indexed allocation, file allocation t@ o

14 2 | virtual file system, directory implementation- linear list and has e W

15 2 | File System reliability and integrity I/O system: device gl ntrollers

16 2 | busses and interfaces- USB, IDE, SCSI, IEEE1394, RAN9 system

17 2 | disk caching and buffering disk management-disk formatting

18 2 | RAID Structure, boot block, bad block, swap-space management System Security:
Security Problems




19 2 | Program Threats, System Network Threats Cryptography as a Security Tool
20 2 | User Authentication, Implementing Security Defenses, Firewalling to Protect Systems
and Network
21 2 | Computer Security Classifications. Overview of security in Windows.
22 3 | THE LINUX OS: UNIX VS LINUX, DESIGN PRINCIPLES,
23 3 | Kernel Structure, components Kernel Modules
24 3 | Shell- usage, types; An overview of- Process Management,
25" 3 | Thread Management and Scheduling '
26 3 | Memory Management, Process Scheduling in Linux
27 3 | File System structure & implementation
28 3 | I/O Management, Network File System
29 3 | Inter-process Communications,
30 3 | Booting and login process, security
31 4 | THE WINDOW OS: Design Princip., Sys. Components- H/w Abstraction layer, Kernel
32 4 | Executives; Environmental Subsystems- MS-DOS Environment
33 4 | 16-bit Windows Environment, Win32 API, POSIX subsystem; Exception and Interrupts
34 4 | An overview of-memory management, process management and thread: Process
Scheduling in Windows;
35 4 | File Systems: Internal Layout, recovery, Volume Management and Fault Tolerance FAT
and NTES, Security features, window registry, OS organizations
36 5 | MULTIPROCESSOR OPERATING SYSTEMS: Architecture of Multiprocessor Sys.
3% 5 | Overview of Multiprocessor OS, Kernal Structure and Multiprocessing support in Linux
& Windows,
38 5 | Process Synchronization- Queued Lock, Spin Lock, Sleep Lock
39 5 | Process Scheduling.
40 5 | Multimedia Operating System- Introduction to Multimedia & Data V Compression-
concepts
41 5 | Common graphics file formats, common audio file formats; Video server,
42 5 | Process management- real time scheduling; Multimedia file systems, Multimedia file
storage mechanisms
43 5 | Video sever organization
44 5 | Mobile Operating System- Windows CE
45 5 | Palm OS, Symbian OS, JAVA card, Multos
TEXT/REFERENCE BOOKS
l. Operating Systems Concepts, Silberschatz and Galvin.
2. Computer Systems: An Integrated Approach (CS 2200 textbook),
Ramachandran and Leahy.
3. OS: Advanced Concepts, Mackawa, Oldehoeft. Addison-Wesley.
4. Distributed Systems, Sape Mullender, Addison-Wesley.
5. Distributed Operating Systems, Andrew S. Tanenbaum, Prentice Hall.
6. An Introduction to Programming with Threads, Andrew Burrell




Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Syllabus Deployment

| Name of Faculty: Mr. Pankaj Ameta Subject Code: 6IT7A
Subject Name: Java Programming Lab Semester: VI
Department: Department of Information Technology

Total No. of Labs Planned: 10

COURSE OUTCOMES

At the end of this course students will be able to:

1. knowledge of the structure and model of the Java programming language, use
the Java programming language for various programming technologies

2. develop software in the Java programming language, evaluate user
requirements for software functionality required to decide whether the Java
programming language can meet user requirements

3. propose the use of certain technologies by implementing them in the Java
programming language to solve the given problem

4. Choose an engineering approach to solving problems, starting from the
acquired knowledge of programming and knowledge of operating systems.

Lab No. Practical

1. WAP to define a student class with name, rollno, marks1, marks2 and take the data from the user
and display. Also create an object reference.

2. WAP to display the concept of method overloading.

WAP to define distance class with feet and inches as instance variables, define a method add to add
two objects and return an object from the method.

WAP to show overloaded constructor

3. WAP to display the nested and inner class concept.

WAP to implement multilevel inheritance

WAP to display how a subclass can access the constructors, methods of super class.

WAP to display the concept of final variable, final method, final class.

WARP to display the dynamic method dispatch concept to achieve run time polymorphism using the
reference of super class.

4. WAP to define a class with main method in some other package other than student class’s package
then import that package and use the student class. Also extend the class player in the other package
with the student class. Show the different access protections in the same as well as different

package.
5. WAP to define an interface and implement the interface in a class.
WAP to define an interface and define another interface to extend the first one. Degu?a class to
implement the two interfaces. o 3‘-&"\'*&/‘\ = e
WAP to use try and catch to handle the run time exceptions. ‘G\f"‘/‘“j\ Ul N N
o

WAP to use the throw, throws and finally clause with try and catch clausg,st.u,.\\\\\v kY

6. WAP to display the working of main () thread with sleep () mg\_@%\)\ i

e



WAP to create a thread implementing runnable interface to display the numbers generated

randomly.
WAP to display the information of a thread whether that is alive or not and also use join () to finish

the main () thread in the last.

WAP to display the use of suspend (), resume () and stop () methods in multithreading.
WAP to read from and write into a file using file input output streams.

Write a java program to copy content of one file to another file. :
WAP to count number of alphabets, vowel and constant in a file.

WAP using String tokenizer class to split string in tokens.
WAP to demonstrate abstract classes.

WAP using Command Line Arguments.

Write a java program to implement simple applet

WAP to define a class extending an Applet class and write a html file to run that applet.
WAP to show the life cycle of an applet using methods and run that applet in the applet viewer.
WAP to pass the parameters from the applet tag to the applet and display on the applet.

10.

Project

TEXT/REFERENCE BOOKS
I. Java The complete reference, 9th edition, Herbert Schildt, McGraw Hill

Education (India) Pvt. Ltd
2. Understanding Object-Oriented Programming with Java, updated edition, T.

Budd, Pearson Education




Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Syllabus Deployment

Name of Faculty: Mr. Pankaj Ameta 'Subject Code: 6IT8A
Subject Name: GUI Lab Semester: VI
Department: Department of Information Technology
Total No. of Labs Planned: 8

]

COURSE OUTCOMES
At the end of this course students will be able to:
1. Develop GUI application using form control and events
7 Use data access control to store data in database and access it
3. Use data binding in GUI application

S. No.

List of Experiments

L,

Adding buttons, edit fields, and other child-window components

2.

Implement the CObject debugging ability and Common MFC problems

3.

Implement GDIFunctions,and the CDCclass (Text, Drawing shapes, Bitmaps )

Implementing View class functions
|.  Interacting with theuser
ll.  Event Handling
Il Responding to events from different control types

Implementing View class functions
|.  GDI Functions, and the CDCclass
. Text
(1. Drawing shapes
V.  Bitmaps

Implementing Dialog Block class Creating a Dialog box
Invoking and displaying
Setting and retrieving values from a dialog box

Implementing Dialog Boxes, Completion Database Classes
. ODBC vs.DAO
. Databases and Recordsets
[1. Queries (filtering and ordering)

8.

Printing and Print Preview
I.  Database-style reports Il Common Dialog interface

TEXT/REFERENCE BOOKS
2. Learn Java GUI Applications - 11th Edition: A JFC Swing Tutorial Learn
Java GUI Applications 11th Edition: A JFC Swing Tutorial Philip Conrod,

Lou Tylee

3. C++ GUI Programming with Qt 4 (2nd Edition) (Prentice Hall Open
Source Software Development Series) C++ GUI Programming with Qt 4

Jasmin Blanchette, Mark Summerfield PR
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Techno India NJR Institute of Technology
Academic Administration of Techno NJR Institute
Syllabus Deployment

Name of Faculty: Mr. Sandeep Upadhyay Subject Code: 61T9A
Subject Name: UML Lab Semester: VI

Department: Department of Information Technology
Total No. of Labs Planned: 8

COURSE OUTCOMES
At the end of this course students will be able to:
[. The students shall be able to use various modules of UML for system
description, implementation and for product development.
2. Use data access control to store data in database and access it
| 3. Use data binding in GUI application

[ S. No.

List of Experiments

L.

Capture a business process model.

2

The User Interaction or Use Case Model - describes the boundary and interaction between the
system and users. Corresponds in some respects to a requirements model

The Interaction or Communication Model - describes how objects in
the system will interact with each other to get work done.

The State or Dynamic Model - State charts describe the states or conditions that classes assume
over time. Activity graphs describe the workflows the system willimplement.

The Logical or Class Model - describes the classes and objects that will make up
the system.

The Physical Component Model -describes the software (and sometimes hardware components) that
make up the system.

The Physical Deployment Model - describes the physical architecture and the deployment of
components on that hardware architecture.

UML models on some hardware products like digital clock, digital camera, washing machine

controller

TEXT/REFERENCE BOOKS
1. The Unified Modeling Language Reference Manual, James Rumbaugh
2. UML A Beginner’s Guide, Jason T. Roff
3. UML IN A NUTSHELL A Desktop Quick Reference, O’REILLY
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Techno India NJR Institute of Technology

Academic Administration of Techno NJR Institute
Syllabus Deployment

Name of Faculty: Mrs. Poornima Dave * Subject Code:6IT10A
Subject Name: Design and Analysis of Algorithms Lab Semester: VI
Department: Department of Information Technology

Total No. of Labs Planned: 14

COURSE OUTCOMES
At the end of this course students will be able to:
1. Develop an ability to understand basic techniques for designing algorithms,
including the techniques of recursion, divide-and-conquer, and greedy.
2. Apply the knowledge of algorithms to analyze the programming problems
and find the optimal solution to solve a problem.
3. To create efficient computer algorithms

Lecture
No.

Practical

Exploring a Binary Heap: Consider a binary heap containing n numbers (the root stores the
greatest number). You are given a positive integer k < n and a number x. You have to determine
whether the kth largest element of the heap is greater than x or not. Your algorithm must take
O(k) time. You may use O(k) extra storage

Merging two search trees: You are given two height balanced binary search trees T and T', storing
m and n elements respectively. Every element of tree T is smaller than every element of tree T'.
Every node u also stores height of the subtree rooted at it. Using this extra information how can
you merge the two trees in time O(log m + log n) (preserving both the height balance and the
order)?

Complete binary tree as an efficient data-structure:
You are given an array of size n (n being a power of two). All the entries of the array are initialized
to zero. You have to perform a sequence of the following online operations :

1. (i) Add(i.x) which adds x to the entry Ali].

2. (ii) Report sum(i,j) = sum of the entries in the array from indices 1

toj forany 0 <i<j<=n.
It can be seen easily that we can perform the first operation in O(1) time whereas the second
operation may cost O(n) in worst case. Your objective is to perform these operations efficiently.
Give a datastructure which will guarantee O(log n) time per operation.

Problems on Amortized Analysis
a. Delete-min in constant time!!! Consider a binary heap of size n, the root storing the
smallest element. We know that the cost of insertion of an element in the heap is O( log
n) and the cost of deleting the smallest element is also O( log n). Suggest a valid
potential function so that the amortized cost of insertion is O( log n) whereas amortized
cost of deleting the smallest element is O( 1). s %‘.—‘Tzdl(g’ e
b. Implementing a queue by two stack &6 oF ‘i\“;_fjr'\?lc’\\»" 1

oyt il

c. Show how to implement a queue with two ordinary Is\t@pkwhat,thé amortized cost of
“,’«!“‘\\'J e




cach Enqueue and each Dequeue operation is O(1).

Computing a spanning tree having smallest value of largest edge weight: Describe an efficient
algorithm that, given an undirected graph G, determines a spanning tree of G whose largest
edge weight is minimum over all spanning trees of G.

Shortest Path Problems:

i. From a subset of vertices to another subset of vertices
a. Given a directed graph G(V,E), where edges have nonnegative weights. S and D are
two disjoint subsets of the set of vertices. Give an O(|V| log V| + [E|) time algorithm to
find the shortest path among the set of paths possible from any node in S to any node in
D.

ii. Paths in Directed Acyclic Graph
a. Counting the number of paths
Given two nodes u,v in a directed acyclic graph G(V,E). Give an O(|E|) time algorithm to
count all the paths from u to v.
b. Path passing through a subset of nodes
Given two nodes u,v and a set of vertices w1, w2.....wk in a directed acyclic graph G(V,E).
Give an O(|E|) time algorithm to output a path(if exists) from u to v which passes through
each of the nodes wl....,wk. If there is no such p

A simple problem on sorted array: Design an O(n)-time algorithm that, given a real number x and
a sorted array S of n numbers, determines whether or not there exist two elements in S whose
sum is exactly x .

Finding the decimal dominant in linear time: You are given n real numbers in an array. A number
in the array is called a decimal dominant if it occurs more than n/10 times in the array. Give an
O(n) time algorithm to determine if the given array has a decimal dominant.

Finding the first one: You are given an array of infinite length containing zeros followed by ones.
How fast can you locate the first one in the array?

10

Searching for the Celebrity: Celebrity is a person whom everybody knows but he knows nobody.
You have gone to a party. There are total n persons in the party. Your job is to find the celebrity
in the party. You can ask questions of the form Does Mr. X know Mr. Y 2. You will get a binary
answer for each such question asked. Find the celebrity by asking only O(n) questions

11

Checking the Scorpion: An n-vertex graph is a scorpion if it has a vertex of degree 1(the sting)
connected to a vertex of degree two (the tail) connected to a vertex of degree n-2 (the body)
connected to the other n-3 (the feet). Some of the feet may be connected to other feet. Design an
algorithm that decides whether a given adjacency matrix represents a scorpion by examining only
O(n) entries.

Endless list: You are having a pointer to the head of singly linked list. The list either terminates
at null pointer or it loops back to some previous location(not necessarily to the head of the list).
You have to determine whether the list loops back or ends at a null location in time proportional
to the length of the list. You can use at most a constant amount of extra storage.

13

Nearest Common Ancestor:

Given a rooted tree of size n. You receive a series of online queries:

"Give nearest common ancestor of u, v ". Your objective is to preprocess the tree in O(n) time to
get a data structure of size O(n) so that you can answer any such query in O(log n) time.

14

Searching for a friend:

You are standing at a crossing from where there emerge four roads extending to infinity. Your
friend is somewhere on one of the four roads. You do not know on which road he is and how far
he is from you. You have to walk to your friend and the total distance traveled by you must be at
most a constant times the actual distance of your friend from you. In terminology of algorithms,
you should traverse O(d) distance, where d is the distance of your friend from you.

TEXT/REFERENCE BOOKS

I. Design Methods and Analysis of Algorithms, S.K.Basu, PHI. P oS
2. Introduction to Algorithms, Thomas H. Cormen. 9}.;:{«3\5?\;’\?.‘3“
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